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TeV-‐Scale	  Physics	  Program	  (KAKEN	  2303,	  2011-‐2015)	  
「先端加速器LHCが切り拓くテラスケールの素粒子物理学	  
〜真空と時空への新たな挑戦」	  

Covering	  wide	  range	  of	  

A01:	  Higgs	  
A02:	  SUSY/GUT	  
A03:	  Standard	  Model	  
A04:	  Top	  quark	  physics	  
A05:	  TeV-‐scale	  theory	  
A06:	  Energy	  fronYer	  

B01:	  Cosmology	  
B02:	  Space-‐Yme	  concept	  
B03:	  String	  theory	  
B04:	  Hierarchy	  problem	  

(*)	  include	  detector	  development.	  

LHC	  

Theory	  
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LHC	  and	  upgrade	  plan	  

2010-‐2012	  
8TeV,	  20]-‐1	  

2015-‐2018	  
13(4)TeV,	  100]-‐1	  

2020-‐2022	  
	  	  	  	  300]-‐1	   2025	  –	  	  	  3000]-‐1	  

2016-‐17,	  TDR	  for	  HL-‐LHC	   We	  already	  need	  to	  prepare	  
technical	  assessment	  toward	  HL-‐LHC.	  
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ATLAS	  detector	  (Run-‐1,	  2010-‐2012)	
Key	  parameter	  for	  upgrade:	  

3-‐step	  trigger	  :	  L1	  75kHz	  /	  L2	  2kHz	  /	  EF	  ~400Hz	  
-‐	  LHC	  beam	  collision	  :	  30MHz	  

-‐	  RadiaYon	  damage	  
At	  some	  point,	  have	  to	  
replace	  inner	  tracker.	  

Upgrade	  is	  designed	  to	  improve	  
these	  two	  parameters.	  
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ATLAS	  upgrade	  plan	  
LS1	  :	  2013	  -‐	  2015	  

1)  Install	  new	  IBL	  silicon	  detector,	  
2)  Improve	  the	  muon	  trigger	  logic,	  
3)  Upgrade	  of	  trigger	  architecture,	  
4)  ….	  

LS2	  :	  2018	  -‐	  2019	  

1)  Upgrade	  trigger	  read-‐out	  	  in	  calorimeter,	  
2)  Install	  muon	  small	  wheel.	  

LS3	  :	  2022	  -‐	  2025	  
1)  Full	  replacement	  of	  the	  inner	  tracker,	  
2)  ….	  many	  many…	  

LHC	  runs	  ~2035	  (?)	  
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ATLAS	  upgrade	  plan	  (LS1,	  2013-‐2015)	  
1)  IntroducYon	  of	  4th	  Pixel	  layer	  on	  beam	  pipe	  at	  r=33mm.	  

Placing	  further	  inner	  region	  of	  already-‐exisYng	  	  
Pixel	  (3-‐layer)	  detectors.	  

The	  beam-‐pipe	  :	  	  35mm	  -‐>	  24mm.	  

Good	  resoluYon	  for	  vertexing.	  

Pixel	  +12M	  ch.	  (current	  80M	  ch)	  

Tolerable	  up	  to	  L=450]-‐1	  

>30%	  beKer	  	  b-‐tagging	  performance	  

KEK,	  Tokyo	  Tech.	  
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2)	  	  	  Upgrade	  read-‐out	  system	  in	  muon	  trigger	  

LS1	  upgrade,	  2013-‐2015	  

§  Tight	  coincidence	  window	  in	  inner	  side,	  
§  Combined	  read-‐out	  with	  Tile	  calorimeter.	  

To	  suppress	  forward-‐fake	  background,	  

L1	  muon	  rate	  was	  dominated	  by	  fake	  
at	  large	  |η|	  region,	  which	  comes	  from	  
parYcles	  produced	  at	  EndCap-‐toroid	  /	  	  
beam-‐shields.	  

muon	  fake	  

Allowing	  pT>20GeV	  threshold	  at	  L1	  	  

KEK,	  Kyoto,	  Nagoya,	  Kobe,	  Tokyo	  
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3)  IntroducYon	  of	  Fast	  Tracker	  (FTK)	  amer	  Level	  1	  
4)  Improved	  L1	  scheme	  (topological	  trigger)	  
5)  Now,	  2-‐step	  trigger	  (L1	  100kHz	  /	  HLT	  1000Hz)	  
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Technical Design Report 25 May 1999

24 1   Experiment overview

lation cuts can be applied. Trigger information is provided for a number of sets of pT thresholds
(generally 6–8 sets of thresholds per object type). The missing and total scalar transverse ener-
gies used in the LVL1 trigger are calculated by summing over trigger towers. In addition, a trig-
ger on the scalar sum of jet transverse energies is also available.

The LVL1 trigger decision is based on combinations of objects required in coincidence or veto.
Most of the physics requirements of ATLAS can be met by using, at the LVL1 trigger level, fairly
simple selection criteria of a rather inclusive nature. However, the trigger implementation is
flexible and it can be programmed to select events using more complicated signatures.

The maximum rate at which the ATLAS front-end systems can accept LVL1 triggers is limited to
75 kHz (upgradable to 100 kHz). The rates estimated in trigger performance studies, using trig-
ger menus that meet the needs of the ATLAS physics programme, are about a factor of two be-
low this limit. Given that there are large intrinsic uncertainties in the calculations, this safety
factor is not over-generous. However, if necessary, rates could be significantly reduced without
major consequences for the physics programme, for example by increasing the thresholds on
some of the inclusive (single-object) triggers when operating at the highest luminosities, and by
relying more heavily on multi-object triggers.

An essential requirement on the LVL1 trigger is that it should uniquely identify the bunch-
crossing of interest. Given the short (25 ns) bunch-crossing interval, this is a non-trivial consid-
eration. In the case of the muon trigger, the physical size of the muon spectrometer implies
times-of-flight comparable to the bunch-crossing period. For the calorimeter trigger, a serious
challenge is that the pulse shape of the calorimeter signals extends over many bunch crossings.

It is important to keep the LVL1 latency (time taken to form and distribute the LVL1 trigger de-
cision) to a minimum. During this time, information for all detector channels has to be con-
served in ‘pipeline’ memories. These memories are generally contained in custom integrated

Figure 1-2 Block diagram of the Trigger/DAQ system.
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low this limit. Given that there are large intrinsic uncertainties in the calculations, this safety
factor is not over-generous. However, if necessary, rates could be significantly reduced without
major consequences for the physics programme, for example by increasing the thresholds on
some of the inclusive (single-object) triggers when operating at the highest luminosities, and by
relying more heavily on multi-object triggers.

An essential requirement on the LVL1 trigger is that it should uniquely identify the bunch-
crossing of interest. Given the short (25 ns) bunch-crossing interval, this is a non-trivial consid-
eration. In the case of the muon trigger, the physical size of the muon spectrometer implies
times-of-flight comparable to the bunch-crossing period. For the calorimeter trigger, a serious
challenge is that the pulse shape of the calorimeter signals extends over many bunch crossings.

It is important to keep the LVL1 latency (time taken to form and distribute the LVL1 trigger de-
cision) to a minimum. During this time, information for all detector channels has to be con-
served in ‘pipeline’ memories. These memories are generally contained in custom integrated

Figure 1-2 Block diagram of the Trigger/DAQ system.

LEVEL 2
TRIGGER

LEVEL 1
TRIGGER

CALO MUON TRACKING

Event builder

Pipeline
memories

Derandomizers

Readout buffers
(ROBs)

EVENT FILTER

Bunch crossing
rate 40 MHz

< 75 (100) kHz

~ 1 kHz

~ 100 Hz

Interaction rate
~1 GHz

Regions of Interest Readout drivers
(RODs)

Full-event buffers
and

processor sub-farms

Data recording

Topological	  
processor	   FTK	  LEVEL	  1	  

TRIGGER	  
<	  100	  kHz	  

High	  Level	  Trigger	  

<	  1000	  Hz	  

Run-‐1	  DAQ	   TDR	  1999	  

Topological	  processor	  

Taking	  L1	  RoI,	  apply	  kinemaYcal	  	  
selecYons.	  

OLD	  	  	  	  	  	  NEW	  
Run-‐2	  DAQ	  

Fast	  Tracker	   Allowing	  full	  track	  reconstrucYon	  
right	  amer	  L1.	  

Waseda	  
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ATLAS	  upgrade	  plan	  (LS2,	  2018-‐2019)	  

1)	  	  Upgrade	  LAr.	  Calorimeter	  read-‐out	  trigger	  system.	  

Pile-‐up	  correcYon	  on	  board.	  

Fine	  segment	  at	  L1.	  
Allowing	  sophisYcated	  clustering,	  
forming	  shower	  shape.	  	  

	  	  	  	  	  	  	  	  	  Development	  of	  filtering	  algorithm.	  
Currently,	  operaYng	  5-‐sampling	  mode.	  
But	  32-‐sampling	  points	  are	  maximally	  usable.	  

Tokyo	  
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LS2	  upgrade,	  2018-‐2019	  

2)	  	  ConstrucYon	  of	  new	  small	  wheel	  (muon)	  

Need	  fine	  pitch	  fast	  muon	  chamber.	  
	  	  	  	  	  	  So	  far,	  current	  gas	  chamber	  can	  not	  
	  	  	  	  	  	  sustainable	  to	  300kHz	  output	  rate.	  
	  
	  	  	  	  	  replace	  to	  sTGC	  /	  Micromegas	  

Micromegas,	  foil	   Kobe,	  Tokyo	  
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ATLAS	  upgrade	  plan	  (LS3,	  2022-‐2025)	  
1)	  Full	  replacement	  of	  the	  inner	  tracker.	  

Si	  area	  :	  	  62	  m2	  	  -‐>	  	  193	  m2	  

§  Sensor	  development	  (low	  cost,	  radiaYon	  tolerable…)	  
§  OpYmal	  layout	  (small	  surface	  without	  performance	  degradaYon)	  
§  L1	  track	  trigger	  

HL-‐LHC	  TDR	  2016/17.	  	   KEK	  FE-‐I4	  

KEK,	  Osaka,	  Kyushu,	  Tokyo	  Tech.	  
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Highlight	  and	  perspecYve	  
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Higgs	  summary	   Update	  :	  December	  2014	  

Signal	  strength	  :	  	  μ	  =	  σ	  /	  σSM	  

where	  σSM	  is	  based	  on	  NNLO.	  

StaYsYcs	  and	  systemaYcs	  uncertainYes	  	  
are	  almost	  comparable.	  

Last	  update	  :	  

§  H-‐>WW	  observaYon	  paper	  
	  	  	  	  	  	  	  	  	  	  30%	  improvement,	  	  6.1σ	  
	  
§  H-‐>ττ	  evidence	  paper	  	  (4.5σ)	  

(	  ATLAS-‐CONF-‐2014-‐061	  )	  

(	  arXiv:1412.2641	  )	  
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Mass	  measurements	  

e	  /	  γ	  :	  	  0.2-‐0.3%	  
	  	  μ	  :	  	  	  0.1-‐0.2%	  

Phys.Rev.D90	  (2014)	  052004	  

Energy	  calibra^on	  :	  	  

σ=1.6GeV	   σ=1.6/2.2/1.8GeV	  

H-‐>γγ	   H-‐>4l	  

Measured	  value	  (combined)	  :	  

Slight	  deviaYon	  seen	  between	  channels.	  

could	  be	  checked	  by	  H-‐>Zγ,	  μμ	  mode	  	  
(not	  observed	  yet)	  in	  Run-‐2.	  
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Coupling	  measurements	  
Coupling	  strength	  :	  μggF,	  μVBF	  

Moriond,	  2014	  

Dec.2014	  

Oct.2014	  
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Coupling	  measurements	  
Coupling	  strength	  :	  μggF,	  μVBF	  

Moriond,	  2014	  	  (will	  be	  updated	  soon)	  

Dec.2014	  

Oct.2014	  
Almost	  consistent	  with	  SM	  
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Property	  measurements	  

SM	  Higgs	  boson	  :	  	  JP	  =	  0+	  

Test	  several	  hypothesis	  :	  0-‐,	  1+,	  1-‐,	  2+	  

Phys.Lex.B726	  (2013)	  120	  

from	  H-‐>WW,	  H-‐>ZZ,	  H-‐>γγ	  

H-‐>ττ	  is	  coming	  soon.	  
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Beyond	  SM	  
ConvenYonal	  MSSM	  scenario	  is	  almost	  died.	  

mh-‐max	  scenario	  :	  	  Obsolete	  parameter	  space…	  

All	  Higgs	  measurements	  supports	  SM-‐like.	   Find	  parameter	  space	  in	  sin(β-‐α)	  ~	  1	  
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What	  will	  be	  important	  in	  Run	  2	  and	  beyond	  

1.  xH	  producYon	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  …	  direct	  probe	  of	  the	  top	  Yukawa	  coupling.	  
2.  Establish	  H-‐>ττ	  /	  bb	  mode	  	  	  	  …	  strengthen	  fermion	  coupling.	  
3.  Rare	  decay	  H-‐>Zγ,	  μμ	  	  	  	  	  	  	  	  	  	  	  	  …	  cross	  reference	  of	  Higgs	  mass	  measurement.	  
4.  Nature	  of	  VBF	  producYon	  	  	  	  …	  Vector	  Boson	  Scaxering.	  

Important	  Higgs	  measurements	  in	  Run-‐2/3	  (L=100-‐300	  c-‐1):	  	  

High-‐Luminosity	  LHC	  (Run-‐4,	  L=3000c-‐1)	  

1.  Higgs	  self	  coupling	  	  	  …	  	  so	  far,	  ~30%	  accuracy	  
2.   Higgs	  factory	  

Link	  to	  neutrino	  physics.	   (I	  think…)	  

December.22.2014	   ニュートリノ研究会2014	   22	  



December.22.2014	   ニュートリノ研究会2014	   23	  



December.22.2014	   ニュートリノ研究会2014	   24	  



Personally,	  	  
very	  interesYng	  
this	  fact…	  
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Neutrino	  physics	  at	  LHC	  
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Feynman	  diagram	  of	  T2K	  experiment	   (Just	  example)	  

Produced	  CC-‐interacYon.	  

Detected	  CC-‐interacYon.	  

J-‐PARC	  

Kamioka	  

μ-‐	  
monitor	  

detect	  
μ+	  

W+	  

W-‐	  

ν	  

q	  

q	  

q	  

q	  

Neutrino	  oscillaYon	  measures	  	  
the	  weak	  mixing	  angle	  :	  PMNS.	  

Long	  distance	  

Not	  idenYcal	  neutrino	  between	  	  
producYon	  and	  detecYon.	  

(pion	  decay)	  
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Analogy	  at	  LHC	  	  
We	  could	  do	  this	  analogy	  at	  LHC.	  

Graph   1
u

u

e-

e+

d

d

W

ie

W

1

2

3

4

5

6

produced by GRACEFIG

μ+	  

μ-‐	  
ν	  

	  	  q	   q	  	  	  

	  	  q	   q	  	  	  -‐	   -‐	  

Proton	   o	  
o	  o	  

Proton	   o	  
o	  o	  

	  jet	  

	  jet	  

Short	  range,	  but	  iden^cal	  	  
neutrino	  between	  W’s.	  

Cri^cal	  difference:	  
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X	  

A)	  	  Search	  for	  heavy	  Majorana	  neutrino	  :	  

μ+	   μ+	  

Same	  flavor,	  same	  sign	  

B)	  	  Search	  for	  Lepton	  Flavor	  Viola^ng	  process	  :	  

μ+	   τ-‐	  

H+	  

τ	  type-‐III	  2HDM	  

ε	  tanβ	   ε	  tanβ	  

μ+	   τ-‐	  
sν	  ~	  

χ0	  ~	  

Different	  flavor,	  opposite	  sign	  

Nu-‐SUSY	  

used	  in	  μ-‐>eγ	  experiment	  (MEG)	  

Same	  diagram	  as	  	  ββ-‐decay	  

~	  >	  105	  GeV	  
sYll	  important	  as	  direct	  search.	  

The	  cross	  secYon	  is	  enhanced	  at	  large	  tanβ.	  

X	  

C)	  	  Precision	  measurement	  of	  SM	  process	  :	  

μ+	   μ-‐	  
μ+	   τ-‐	  

UPMNS	  

Same	  flavor,	  opposite	  sign	  

Tree	  level	  LFV	  process	  
is	  strongly	  suppressed	  
by	  GIM-‐like	  mechanism.	  Number	  of	  phase	  

σSM~100]	  
	  	  	  	  at	  m>1TeV	  
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Possible	  neutrino	  program	  at	  LHC@14TeV	  

Opposite	  sign	   Same	  sign	  

Same	  flavor	   Precision	  measurements	  
(negaYve	  interference,	  TGC,	  
GIM,	  #	  of	  ν-‐phase(?))	  

Search	  for	  heavy	  Majonara	  
ν,	  LR-‐symmetry	  model,	  	  
Type-‐I(III)	  Seesaw,	  H++	  

Different	  flavor	   Search	  for	  Lepton	  Flavor	  
ViolaYng	  process	  through	  H+	  ,	  
SUSY	  

??	  too	  exoYcs??	  
H++	  

X	  

SM	  10000	  events	  @	  L=100]-‐1	  

Probing	  0.1%	  BR	  of	  LFV	  

up	  to	  a	  few	  TeV(?)	  
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Possible	  neutrino	  program	  at	  LHC@14TeV	  

Opposite	  sign	   Same	  sign	  

Same	  flavor	   Precision	  measurements	  
(negaYve	  interference,	  TGC,	  
GIM,	  #	  of	  ν-‐phase(?))	  

Search	  for	  heavy	  Majonara	  
ν,	  LR-‐symmetry	  model,	  	  
Type-‐I(III)	  Seesaw,	  H++	  

Different	  flavor	   Search	  for	  Lepton	  Flavor	  
ViolaYng	  process	  through	  H+	  ,	  
SUSY	  

??	  too	  exoYcs??	  
H++	  

X	  

SM	  10000	  events	  @	  L=100]-‐1	  

Probing	  0.1%	  BR	  of	  LFV	  

up	  to	  a	  few	  TeV(?)	  

This	  number	  is	  not	  bad.	  

Supposing	  10%	  acceptance,	  
we	  sYll	  have	  1000	  events.	  
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Search	  for	  heavy	  Majorana	  neutrino	  

8	  TeV	  analysis	  in	  pile	  line	  on	  the	  paper	  release.	  

But	  preliminary,	  ~180GeV	  

95%	  C.L.	  >	  120GeV	  @	  |VμN|=0.01	  

Neutrinoless	  same	  sign	  di-‐lepton	  events.	  

CounYng	  experiment:	  

Validate	  data	  at	  control	  region:	  
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Search	  for	  Type-‐III	  Seesaw	  heavy	  fermion	  

§  Search	  4-‐leptons	  in	  the	  final	  state.	  
§  Make	  invariant	  mass	  from	  3-‐leptons.	  
§  Validate	  data	  at	  control	  region.	  

Type-‐III	  Seasaw	  model	  predicts	  extra	  fermion,	  
which	  may	  sequenYally	  decay	  into	  Z/W	  and	  leptons.	  

Z/W	  

Z/W	  

e/μ	  

e/μ,	  ν	  
e/μ	  

e/μ	  

e/μ,	  ν	  

e/μ	  

ZZ-‐control	  region	  

Z+jets	  
control	  region	  
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Summary	  

§  We	  plan	  “three-‐step”	  LHC	  upgrades	  up	  to	  2025.	  	  (Then,	  HL-‐LHC	  will	  run	  ~2035(?))	  

These	  development	  (Japanese	  contribuYon)	  has	  been	  covered	  	  
by	  our	  “TeV-‐scale	  physics	  program”.	  

§  Higgs	  measurements	  and	  SUSY	  direct	  search	  are	  primary	  goal	  for	  the	  next	  LHC	  running.	  

§  Some	  connecYon	  to	  the	  neutrino	  physics	  program	  should	  exist	  in	  LHC.	  

Neutrino	  physics	  with	  a	  name	  of	  “TeV-‐scale	  phenomena”	  	  

Now,	  “di-‐boson”	  processes	  are	  fully	  opened	  with	  high	  staYsYcs	  at	  Run-‐2.	  

di-‐boson	  :	  major	  background	  for	  new	  physics	  searches,	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  but	  also	  good	  source	  of	  the	  neutrino	  in	  “propagator”.	  

Any	  idea	  is	  welcome.	  
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