UTPP-84

Measurement of the Spin Correlation
In the Top Quark Pair Production

using the Dilepton Events
In 1.96-TeV Proton-Antiproton Collisions

Kenichi TAKEMASA

February 2012






UTPP-84

Measurement of the Spin Correlation
In the Top Quark Pair Production

using the Dilepton Events
In 1.96-TeV Proton-Antiproton Collisions

Kenichi TAKEMASA
(Doctoral Program in Physics)

Submitted to the Graduate School of
Pure and Applied Sciences
in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy in
Science

at the
University of Tsukuba






Abstract

One of the most remarkable properties of the top quark isxteemely short lifetime,
which allows us to observe the top quark spin at its prodactibhat means a spin cor-
relation att¢ production is possible to be observed. In this thesis, wertegn a mea-
surement of the correlation coefficient between top quank apd antitop quark spin in
the beam basis at top quark pair production. We selepair production candidates by
requiring two high transverse momentum leptons, two jetslarge missingzr. In order
to reconstruct the angular distribution of top quark decapdpcts, we perform full kine-
matical reconstruction using predicted distributiong®f p and M,;. We make signal
and background templates from admixture of Monte Carlo sammhs and data-based
background modelings. Then, we perform unbinned likelthboof angular distribution
of data to signal and background templates and obtain reshls analysis is based on
the data of5.1 fb™' collected with the Collider Detector Facility (CDF) at the Fér
lab Tevatron between March 2002 and June 2009. We observel 83hdidate events.
We determine a confidence interval at’/68vel for the correlation coefficient to be
—0.520 < k < 0.605 or k = 0.04210-25> on the assumption aff,,, = 172.5 GeVé*.
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Chapter 1

Introduction

Particle physics is a branch of physics. Its purpose is t@tstdnd the fundamental con-
stituents of matters and the laws governing them. This iedyrstudying the interactions
between objects, which can range from something as largdakewgalaxies to the small-
est building blocks of matter such as quark. The fundamémtdaction between quarks
and other elementary particles that form everything we sdayt is described by particle
physics. As of now, the Standard Model (SM), a theory thatdess these elementary
particle interactions, has been very successful due tdtsesuhigh energy experiments
which have thoroughly verified the accuracy of the Standacdi®.

Particle physics have been using particle colliders tostigate the fundamental par-
ticles and the interactions. The Tevatron is a proton-aotijm collider located at the
Fermi National Accelerator Laboratory (Fermilab). It is engerful enough to produce
top quarks. At the Tevatron, top quarks are predicted to leelymed in pairs via the
strong force, and decay via the electroweak force. The t@kgis by far the heaviest
fundamental particle in the Standard Model. Because oéitgel mass, the top quark has
several unigue properties and could provide hints for thgimal of mass and physics
beyond the Standard Model.

Top quark and tau neutrino are observed in 1995 [1, 2] and @9©28], respectively.
By these two observations, almost all of the Standard Modelgles has been observed
directly, except only the Higgs boson. Despite the greatsss of the Standard Model in
describing the particles and interactions observed upwg however there is a good the-
oretical motivation to believe that a new framework must eanto play at approximately
the TeV energy scale. Increasingly stringent measurentdritee properties of particles
and their interactions at the highest available energiespled with direct searches for
phenomena not described by the Standard Model, are the m@gétpof modern experi-
mental particle physics. A significant part of the projedhis elucidation of the properties
of the top quark.

This thesis reports measurements of the correlation cesifibetween top quark spin
and anti-top quark spin. A measurement of the spin coralatoefficient plays an im-
portant role in testing the Standard Model.
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1.1 The Standard Model

The Standard Model of elementary particle physics is a quarfield theory that de-
scribes the fundamental particles and the interactiongdet them. It includes the
strong, weak and electromagnetic force. The model itsedf combination of the the-
ory of quantum chromodynamics (QCD) [4,5] and the Glashola8aNeinberg (GSW)
theory of electroweak interactions [6-8].

The strong force is described by quantum chromodynamics (Q€&Quantum field
theory with anSU (3) gauge group, and an asymptotically free coupling. Asyniptot
freedom means that the strong force is weak at high energissnall distances, and
only become strong at low energies or large distances. Thagforce becomes strong
enough at large distances that when colored quarks and glbecome separated, the
binding energy between them is large enough to create netkgjaad gluons. All the free
qguarks and gluons ultimately become bound into hadronss pitticess of hadronization
has a characteristic scale &f,cp ~ 200 MeV, which corresponds to a time scale of
7, ~ 107 s,

The electromagnetic and weak forces are combined togetteeaisingle electroweak
force which obeys awU(2);, x U(1)y gauge group. Th&U(2), group has three gen-
erators and thé/(1)y group has one, corresponding to four gauge bosons that medi-
ate the electroweak forcé¥;, W7, W3 for SU(2), and B, for U(1)y. The SU(2), x
U(1)y symmetry of the electroweak interaction is spontaneousiidm through its cou-
pling to the scalar higgs field. The higgs field has a degeagyaiund state at a finite
value of the field and thus spontaneously breaking turn imteet massive gauge bosons
(W+, W=, Z% and the massless photon which obeys an unbrdk@nz,, gauge sym-
metry.

The Standard Model contains the strong interaction whickepsesented aSU (3)«
and the electroweak interaction which is representesila®), © U(1)y. Therefore, the
Standard Model is described as follows, and is locally irrrunder transformations of
the group.

G = SU®B)e ® SU(2), ® U(L)y. (1.1)

There is another known force in the nature, graviton, buniisraction is too weak to be
detected in the subatomic experiments. Therefore gramités not understood in terms
of particle physics, and has not been included the StandaxdeM

The fundamental particles are categorized into two categospins = % fermions
which are the constituents of normal matter, and spi 1 bosons which mediate the
force between fermions.

Spins = 3 fermions are classified into quarks and leptons. There aréypks of
quarks: up ¢), down (), charm ¢), strange £), top () and bottom §). Similarly, there
are six types of leptons: electron){ muon (), tau ), and their respective neutrinos
(ve,vu,v-). These fermions are classified into the three generatibieftehanded and
right-handed quarks and leptons. The left-handed fermaoasn weak isospin doublets,
while the right-handed fermions are in weak isospin sirgglet

1st generation: L, = (;ﬁ) , R,=ep, L = (g,) , RY =up, RY =dg
L L
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2nd generation: L, = (Z’i) R, =g, LY = <§/) R =cp, RY =sp
L L

3rd generation: L, = (:Z) R, =71, LY = <£,) , RY =tp, RY =ty
L L

These fermions are characterized with weak isospiafd weak hypercharg&{ through

the relation) = I3 + %Y, where( is the electric charge. The mass eigenstates of the
left-handed down-type quarkd'( s, b') are related to flavor eigenstates &, b) through

the Cabibbo-Kobayashi-Masukawa matrix [9, 10]:

d, Vud Vus Vub d
s =V Ves Vi S (1.2)
b Viae Vis Vi b

The fundamental properties of fermions are summarized loheTa. 1.

Particle| Electric charge) | Hypercharge” Mass
ur, 1/3 - 9
" +2/3 4/3 1.7-3.1MeV /¢
dy 173 ,
s ~1/3 o 3.0-4.8MeV /¢
r +2/3 L3 1.291005 GeV /2
c 413 011
Quarks SR 73
L _ +30 2
o 1/3 o 100730 MeV /e
b +2/3 L3 172.9+ 0.6+ 0.9CGeV/?
tR 4/3 . . . (& C
br 1/3 +0.18 2
b —1/3 o3 4,197 o6 GeV/c
Ve 0 -1 <2eV/c?
cr ~1 -1 0.511MeV /c?
ER —2
Yy 0 -1 < 0.19MeV/c?
Leptons|  pz -1 -1 106 MeV /c?
KR -2
7n 0 -1 < 18.2MeV/c?
TL B -1 5
i 1 - 1.78GeV /¢

Table 1.1: Fundamental properties of fermions.

Quarks have an additional quantum number called color ehavbich is three types
(r,g andb). Color charge is not seen in nature and therefore the ces®r®mposite
particle can only exist. The colorless composite particdla be made with two ways:

3



bound state of three quarks called baryons such as a pretopd), or bound state of
one quark and one antiquark called mesons such as apiay) (

The interaction between fermions is mediated by spia 1 bosons. The photon
(v) carry electromagnetic force, thé’* and Z bosons carry the weak force, and the
gluons @) carry the strong force. The photon is massless, whileltifeand Z bosons
are massive particles. In the Standard Model Jifie andZ bosons acquire the mass as a
result of the electroweak symmetry breaking through thegsligmechanism. The gluon is
the massless bi-colored particle and influences only qudiks properties of bosons are
summarized in Table 1.2.

Particle Force Electric charge) | Hyper charge” Mass
0 Electromagnetic 0 0 0
W= (W) | Weak(charged) —-1(+1) -1 (+1) 80.399GeV /c?
Z Weak(neutral) 0 0 91.188GeV /c?
g Strong 0 0 0

Table 1.2: Fundamental properties of bosons.

The Standard Model has been successful in describing atiens of the particles
described above, all of which have been discovered expatatig In addition, many
of the predicted properties of these particles have beefiroted, some to a high degree
of precision. However, in order for the symmetry describedEquation 1.1 to be exact,
the fermions and th&” and Z bosons would have to be massless. In order for the Stan-
dard Model to be compatible with the large masses ofithand Z bosons and thus the
large division between the effective weak coupling consttne Fermi constant) and the
electromagnetic coupling constant (the fine structure teons spontaneous symmetry
breaking must occur. This symmetry breaking would addéltynbe responsible for the
mass hierarchy observed in the fermions. This Electrowsgakretry Breaking (EWSB)
is accomplished by the introduction of a scalar field knowthasHiggs field [11]. The
existence of a massive scalar particle, the Higgs boson]dnoel associated with the
Higgs field.

The existence of the Higgs boson has yet to be confirmed ewrpetally, and remains
one of the most important tasks for the field of high energyspdsy Direct searches for the
Standard Model Higgs boson at the CERN Large Electron Pos{it&P) collider have
set a lower bound on its mass bfy > 114.4 GeV/& at the 95% confidence level [12].
Also, direct search at the Tevatron excluded the mass ragtgeeknl 56 and177 GeV /c?
at95 % confidence level [13].

In addition, indirect bounds on the mass of the Higgs bosorbeaset from precision
measurements of the top quark antdboson masses, as these quantities are sensitive to
In My through radiative corrections. Using measurements ofdpejtiark mass and the
precision electroweak measurements made at the LEP, SLDa@B® B, the constraints
on the Standard Model Higgs bosons are [14]
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My = 92758 GeV/c?, (1.3)
My < 161 GeV/c* at95% C.L.. (1.4)

1.2 The Spin Quantum Number

The concept of spin was first introduced in 1924 by WolfgangliPalthough at the

time he did not use the term “spin”. It was introduced as aerimdl degree of freedom
of the electron, in order to explain observations in atonfiggics, but it soon became
apparent that spin is an important property of all partickghough the spin of a particle
is an internal property and does not correspond to a physatation, it was named spin
because it does have some properties that are similar tosagalhyotation - for example,

it adds to a particle’s total angular momentum, and causémmed particle to interact
with a magnetic field.

Leptons and quarks have a total value for their spi@.then measuring spin exper-
imentally, a particular axis called the “spin quantizatéxis” must be chosen. The spin is
measured along that axis in the rest frame of the particlecanchave one of two values.
If a top quark’s spin is oriented in the same direction as tlengjzation axis, it has spin
5 = +§, and if it is oriented opposite the direction of the axis,aslspins = —%. The
choice of the quantization axis is also referred to as a ehoibasis, and there are three
common basis for measuring top quark spin in collider expenits:

e Beamline Basis the spin quantization axis is the direction of the incidesltiding
particles in thet rest frame.

e Helicity Basis. the spin quantization axis is the direction of motion of tiye quark
in thett rest frame.

e Off-Diagonal Basis a hybrid basis where the spin quantization axis is in betwee
the direction of the axis in the helicity basis and the dimtif the axis in the
beamline basis, with the exact choice of axis dependent @kitrematics of the
event [15].

1.3 The Top Quark

Since the discovery of the bottom quark in 1977, as all otherks and leptons have a
same family partner, the existence of the top quark wasipatied. The existence of the
top quark was inferred for several reasons. For one, themealability of the Standard
Model requires that the sum of electric charges of all Ieftvtled fermions must equal
zero. This condition is only satisfied with the existence sfxh quark with an electric
charge of +2/3. In addition, the precise measurementsvimglhe isospin of thé-quark
can be made at" e~ colliders, which can be used to exclude the possibility ebtiquark
being a member of a singlet [16].



The experimental discovery of the top quark took much lorigan originally antic-
ipated because the top quark was not expected to be so heaeytop () quark was
observed at Fermilab in 1995 by the CDF an@ Pollaborations [1, 2]. By the end of the
1992-1996 collider run (Run I), combined datasets from lestberiments of- 100 pb~*
provided a measurement of the top quark masslpf= 178.0 & 4.3 GeV/c? [17].

1.4 Top Quark Production

Top quark has a large mass. Therefore, the top quarks caentiyrbe produced at two
accelerators in the world: the Tevatron accelerator andhtive operational and running
LHC accelerator. At the Tevatron, the top quark is produaedipminately in top antitop
pairs via the strong interaction. There are two differenthanisms on the top quark
pair production. They are the quark-antiquark annihilat@rocess(qg — t¢) and the
gluon fusion proces§jg — tt). At a center of mass energys of 1.96TeV, the processes
q7 — tt andgg — tt occur approximately85% + 5% and 15% 4+ 5% of the time,
respectively [18]. The leading order diagrams for two pssss are shown in Figure 1.1
and 1.2.

g t

q t

Figure 1.1: Leading-order production diagram §@r— tt.

Figure 1.2: Leading-order production diagrams §gr— tt.

The top quark pair production via thg annihilation has a different spin state from
that produced via the gluon fusion. When top quark pairs apeyred near kinematic
threshold (approximately 345 GeV), the pairs producedqgiannihilation and gluon
fusion are in the following total angular momentum statespectively (See Appendix A):

qq = J=1,J, =1,
g9 + J=0,J.=0,
wherez denotes the initial parton direction.

Therefore, in the case qf; annihilation, the top quark and the antitop quark have the
aligned spin on the beam axis, while they have the oppositeospany axis in the case of
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gluon fusion. Figure 1.3 shows an example of the spin cordigms of the gluon fusion
andqq annihilation at a threshold production.

Spin = Spin

g

q

Figure 1.3: The spin configurations of the gluon fusion Jleitd theqg annihilation
(right) subprocesses.

In the actuapp collisions, top quark pairs can be produced at center-dsneaergies
significantly above threshold. Then, fgf — ¢t process, for top and antitop quark spin
states, {]) and (| T) dominate, but a little bit thel(") and (| |) spin configuration exist in
the beamline basis. On the other hand,dgr— t¢ process, the unlike spin configuration
between top and antitop quark is mitigated so that top quairs glightly anti-correlated
spins in the beamline basis.

The theoretical prediction of thi production cross section at next-to-leading order
(NLO) is oV O (pp — t1X) = 6.710% pb atM, = 175 GeV/c? [18]. Figure 1.4 shows the
NLO calculation ofo(pp — ttX) for pp collisions at\/s = 1.96 TeV as a function of the
top quark mass.

1.5 Top Quark Decay

The top quarks decay almost completely in tdlaboson and &-quark. Other decay
channels are permitted in the Standard Model, but are hesuppressed by factors of
Vis)?/|Vio|* ~ 1073 and|V;q|?/|Vis|* ~ 5x10~*, whereV/; is the element of the Cabibbo-
Kobayashi-Masukawa (CKM) weak-mixing matrix [10]. The lamgass of the top quark
results in a very rapid decay with a mean lifetimerpf- 1072 s. As this is shorter than
the time scale required for quarks to form bound states (adfbnize”), the top quark
essentially decays as a “free” quark. Therefore, top quetkim its original polarization

at the production until decay, and due to the decay via pairithating weak interaction,

the information of the parent top polarization is transéerto decay products.

The b-quark resulting from the decay will then proceed to hadrerand manifest
itself in the detector as a jet, or a collimated stream of baslr Thell” boson will decay
rapidly into either a pair of quarks or a pair of charged lepémd a neutrino. Thus, for
the case of @t pair production and decay, there are six objects: tvepiarks and two
decay products from each of th& boson. Figure 1.5 shows the tree level diagrany of
production and decay in the subprocegs— tt.
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It is the decay mode of the” bosons that defines the decay channels of#lsgstem
used in its experimental study. These decay channels asifedal as:

¢ All-hadronic channel, where bothi/” bosons decay to quark-antiquark pairs, re-
sulting in a final state having an experimental signaturexgess. This decay mode
carries the largest branching ratio of 46 %, but suffers ftbmlargest amount of
irreducible QCD background.

e Lepton+jets channe| where onéV decays to a lepton-neutrino pair and the other
to quarks, resulting in an experimental signature of a higimantum lepton, four
jets, and a missing transverse energy associated with titeimee Due to the dif-
ficulty of identifying 7 leptons at a hadron collider, only leptonic states with an
electron or muon in the final state are considered. This ablararries a branching
ratio of 30 %.

¢ Dilepton channel where bothl’ bosons decay to leptons, resulting in an experi-

mental signature of two high momentum leptons, two jets,large missing trans-
verse energy associated with two neutrinos. As with theolegiets channel, only
leptonic states with an electron or muon in the final stateansidered. This chan-
nel carries a branching ratio of 4 %. The remaining 20 %tafecays involve the
production of a lepton that does not decay to an g.dhile measurements in this
so-called r + X” channel are possible, they do not afford nearly the samesion
that any of the other three channels does.

1.6 Top Quark Mass

The top quark mass is a fundamental parameter in the StaMiadédl. Due to its large

value, it has a critical influence on the Standard Model datmns than the other quarks.
It contributes to higher order (radiative) corrections tectroweak processes, as illus-
trated in Figure 1.6. It also helps to constrain the mass gfjslboson via the radiative

Figure 1.6: Loop diagrams generating corrections to thertttecal 1/ boson mass. On
the left is a fermion loop with the top artdquarks. On the right is a Higgs boson loop.

correction to the mass of thé” boson. Figure 1.7 shows constraints on the Higgs bo-
son mass using the current best measurements é¥thbeson and the top quark masses,
and a global fit of the Higgs boson mass to several electropaekmeters. As indicated
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in Figure 1.7, the most likely value of the Higgs boson massilisd out by the direct
searches at LEP. A failure of the Standard Model to propeglscdbe these results may
indicate new physics yet to be discovered.

1.7 Top Quark Spin Correlation

In the quark pair production by the strong interaction, thary spins are entangled ac-

cording to the short distance dynamics of quantum chromantycs (QCD). The spin

state is observable in angular correlations among the giegay products induced by the

V-A nature of the weak interaction, but is typically desteadyby the depolarizing effects

of hadronization before the decay can proceed. The top gsarkexception to this rule.
Spin-flip time by hadronizing is described as [19]

O(my/Agyep) ~ (1.3 MeV) ™ (1.5)

On the other hand, the top quark decay width is predicted tb;be 1.42 GeV [20].
Therefore we can find

O(my/Acp) > 1/T (1.6)

and this means the top quark life time is shorter than theniexgation timescale, cutting
off the long distance QCD effects and transmitting thproduction configuration to the
final state.

In top quark decays in the SM the V-A couplings fix the anguiatributions of the
decay products according to the polarization of the pamgmtuark via

L dI' 14 aycost;
[ dcost; 2

where the positive and negative sign is used for decay ptedram the top quark which
hasT and | spin state, respectively?; denotes the angle between the quantization axis
and the flight direction of the decay particle in the top quadt frame.

In the V-A weak decay, the spin analyzing power coefficients equal to +1.0 for
the charged lepton or down-type quark, -0.41 for the bottarark, and -0.31 for the
neutrino or up-type quark, with the signs reversed for aptiquark decays [21]. The
spin correlation connects the daughter flight direction acheside of the decay.

The differential cross-section in these variables is

(1.7)

1 d’c 14 keyajcosbicost; (1.8)
o d(cost;)d(cost;) 4 '
wherei and; refer to top-quark and antitop-quark decay products resgey
r is defined as
_ Ny + Ny — Ny — Ny (1.9)

/ﬁ; pr—
Ny + Nyjp+ Nyp + Ny

whereNy, . indicate number of, ¢ in s,, s; Spin state with respect to the quantization axis
for the top quark. ~ is a parameter between -1 and 1 that depend on the quantizatio
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axis used and determines the magnitude oftthspin correlation.x = +1(—1) give full
correlated (anticorrelated) spins and0 corresponds to no spin correlation. Theoretical
calculation ofx which include next-to-leading order effects predigts 0.777 in the
beamline basis; = 0.782 in the off-diagonal basis and= 0.352 in the helicity basis, at
the Tevatron [15].

tt pair produced viayg annihilation and that produced vig fusion have different
spin states. Therefore, flight direction of the decay plrtidso depends on theproduc-
tion mechanism. Fig 1.8 shows two dimensional distribuigiohco®, and co$_ in the
beamline basis for the processgs— it andgg — tt exclusively. These distributions
are made with Herwig event generator [22] on the assumpti@iT&Q5L PDF set [23]
and M., = 172.5 GeV/e. As we mentioned in the Section 14jn the beamline basis
for ¢q annihilation is expected to be near the unit, while §grfusion, « has a negative
value as expected. By fitting the distributions to a functign (1 + xco9),cod_), we
foundx = 0.958 + 0.003 for qg — ¢t andx = 0.369 + 0.016 for gg — tt.

herwia ag - tt | Entries 579952| | herwig gg tt | Entries 35638

Events

gg—>tf

Figure 1.8: The two-dimensional distributions of épsand co8_ in beamline basis for
the processeg; — tt andgg — tt.

1.8 k™¢* what is measured in this analysis

As described in Section 1.7, the top quark is expected toydeetore losing spin polar-
ization at its production and the charged lepton flight dioecin the top rest frame is
maximally correlated to the top polarization.

In this measurement, we suppose thais once produced with the Standard Model
spin correlations, i.ex ~ 0.8. However top and/or anti-top polarization might be lost
when they decay because of spin flip by hadronization, sucht@saction with gluons.
Suppose:P™! is spin-spin correlation coefficient of pair at its production, and, (C5)
denotes a fraction of the top (anti-top) polarization atdorction which is kept until it
decays. Then the differential decay rate equivalent to Egud.8 is proportional to

1+ C, Cf kP cos 0, cosf_ .
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Here the standard model predicts top quark decays befarglds polarization, i.eC; =
Cy=1.

Substantially, what we measure in this analysis'isC; xP*¢. If we observe non-
zero correlation coefficient™ in ¢t¢ production and decay, that consequently indicates
a direct evidence that top and anti-top are produced witin §péns being correlated and
decay as bare quarks before losing their spin polarizations

1.9 Motivation of Spin Correlation Measurement

Measurement of the spin correlation is important not onlg &sst of the theoretical pre-
diction, but also as a possible factor in helping to undexstaew physical interactions.
Known interactions that can produce top quark pairs arewvelerstood, leading to accu-
rate predictions for thé spin correlation. Any deviation of the measured spin catreh
from the theoretical predictions would indicate new toprgyaroduction processes. An
example of such a process wouldt@roduction via Kaluza-Klein graviton in a Randall-
Sundrum model [24], which would alter the spin correlati@cause unlike the gluon, the
graviton has a total spin of 2. In particular, resonant podide of such a graviton would
produce large changes in the spin correlation as a funcfidimedgt invariant mass com-
pared to current theoretical predictions. Precision gsidif the spin correlation and its
behavior as a function af mass could provide evidence for or against this model and
many other models of new physical process.

A recent CDF measurement found an asymmetry in the directianthe top quark
from att pair travels after it is produced that disagrees with thetéical prediction
by approximately3o [25]. Many models of new physical process have been proptsed
explain this discrepancy, and many of these models alsaqgbribet the new interactions
will have an effect on the top quark pair spin correlation][28 precise measurement
of the spin correlation would differentiate among these etedprobing new physical
interactions.

1.10 Previous Measurement of Top Quark Spin Correla-
tion

Measurements of spin correlation has been performed by tHe DD and ATLAS ex-
periments.

1.10.1 Dilepton channel

The DO experiment reported on two measurement results in beatdisis usingt dilep-

ton candidates in data &f4 fb~'. One of the two results is measured using a matrix
element approach with 485 dilepton candidate events. Its resultsis= 0.57 + 0.31
(stat+syst) [27]. Another is obtained from differentialgatar distribution template in
lepton decay angles with 441 dilepton candidate events. Its resultsiss 0.10 4 0.45
(stat+syst) [28].
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ATLAS experiment reported on a result in helicity basis ggindilepton candidates in
data of0.7 fb~!. Standard Model predicis= 0.32 in helicity basis fortt spin correlation
in ¢¢ production from proton-proton collisions at a center-cdiss energy of 7 TeV. The
measurement result at ATLAS experiment yielded 0.34 + 0.07(stat) 73 .3(syst) [29].
This result is consistent with the Standard Model predictad it indicates the existence
of a spin correlation irit events at a level of 3 equivalence.

1.10.2 Lepton+Jets channel

The CDF experiment reported on measurement results with &06fton plus jet candi-
dates in data 05.3 fb ™. Its result isx = 0.72 + 0.64 (stat)40.26(syst) [30] in beamline
basis.

1.10.3 Combine lepton+Jets events and dilepton events

The DO experiment reported on a result that obtained by combiningsalt in lepton
plus jets events with the result in dilepton events, wheré besults are obtained using
the matrix element approach. Its resulkis 0.6640.23 (stat+syst) in data 6f.3 fb ' [31]

in beamline basis. This result indicates the existence iof gmrrelation intt events at a
level of 3.1 standard deviations equivalence.

1.11 Outline of This Thesis

In this thesis we measure the strength of thepin correlation s, from a differential
angular distribution of the two decay leptons in the restiea of their respectivequark
and the spin quantization axis. To meassreve use data 05.1 fb~' collected with
the Collider Detector Facility (CDF) at the Fermilab Tevattmtween March 2002 and
June 2009. Chapter 1 describes the short summary of the Stahttalel and the top
guark physics. Chapter 2 describes the experimental apgachtTevatron accelerator
and CDF detector. In Chapter 3, the event reconstruction usiiogmation from the
detector responses is discussed. Chapter 4 describes theselection to select the
dilepton candidate events, the method of the full kinenahtieconstruction, preparation
of signal/background templates and the construction afiah-Cousins confidence belt
from pseudo-experiments. Chapter 5 describes an estimaitigystematic uncertainties
in our measurement. Chapter 6 describes the measuremefitaeduliscussion, and
Chapter 7 concludes this analysis.
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Chapter 2

Experimental Apparatus

This chapter describes the Fermilab accelerator compleEudimg the Tevatron collider,
CDF 1l detector components, trigger and data acquisition@Pgystem.

2.1 The Fermilab Accelerator Complex

The Tevatron is a circular particle collider in the Unitecatés at the Fermilab. The
Tevatron was the second most powerful proton-antiprotaelacator in the world before
it shut down. The reason why the Tevatron accelerates padod antiprotons is the
following two reasons.

e Synchrotron radiation of protons and antiprotons is mucalnthan it of electrons
and positrons at high energy in circular accelerators: @dltfh electron-positron
collisions are easier to analyze (because electrons agéespoint-like particles,
unlike the composite protons), the large synchrotron taxhaof electrons prohibits
their use at high energies in circular accelerators. Bexayachrotron radiation
increases as the inverse of the fourth power of a particleisanprotons, which
have roughly 2000 times the mass of electrons, radiate megh |Protons and
antiprotons are currently the only viable alternative tctilons and positrons.

e A collider’s design is vastly simplified if it collides pactes with their antiparticles,
because the particles can travel opposite directions isdnge beam-pipe and be
bent by the same set of magnets.

The accelerating system consist of a few acceleratorsf(&igil) where the protons and
antiprotons are gradually accelerated up to final energié®e Tevatron is the last in a
chain of accelerators. The Tevatron’s first physics ruremrefd to as Run I, occurred from
1992-1996. After a series of upgrades, it began running 6224hd finished running in
2011.

The detector located at proton-antiproton collision peiméed to disentangle all the
particles that are produced and need to do this every 396eepitkg only those events
that mark “interesting physics” , the anomalies. Not onlyneed to understand what
type of particles we expect and how often they should be mredubut we also need to
know how these particles will interact in different enviroants so we can build detectors
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in ways that we can distinguish the difference between tpegyof particle produced.
Until we can be fairly confident in how the detector works atsdifferent idiosyncrasies
that need to be calibrated and understood, we can not makmt@ngsting connections

with what theory tells us.

Soudan Accelerator Overview
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Figure 2.1: A diagram of the Fermilab accelerator chain.

Proton Source

The protons used in the Tevatron are originally extractedhfvery pure hydrogen gas.
For ease of insertion into the Booster, the particles acatdd are actually Hons instead

of protons. Hydrogen gas is moved between two electrodea apdrk ionizes the hydro-
gen into electrons and*Hons. The positive ions strike a cathode made of cesium,lwhic
has a low work function and thus releases electrons easitlypacasionally pick up two
electrons and form Hons. An electrostatic extractor sends them to the preacatair.

Preaccelerator

The preaccelerator is a Cockcroft-Walton-style [32] elestiatic accelerator. lons from
the proton source are subjected to a potential of -750 k\§ graducing beams of ‘Hons

with an energy of 750 keV. The potential is created by thesesdiode voltage multiplier,
which converts 75 kV AC to the -750 kV DC. The extractedibhs are accelerated to
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750 keV by passing through the accelerating column. Thecpedarater beam every
66 milliseconds (a 15 Hz repetition rate) whether beam iadpeequested or not. The'H
ions are steered and focused by magnets down a transfeolthe t.inac.

Linac

The Linear Accelerator is the next Level of accelerationtf& negative charged lbns.
It is abbreviated to Linac. It takes the ions with energy od K8V and accelerates them
to an energy of 400 MeV. The Linac consists of two main sestidine low energy drift
tube Linac and the high energy side-coupled cavity Linace @hft tube Linac (DTL)
makes up the first five RF stations. It accelerate the ion beabtd7 meV. Beam in the
DTL is focused by means of quadrupole magnets located ink&ldrift tubes, which in
turn are located inside the RF cavities. The side-coupleitychinac (SCL) has seven
side-coupled cavity modules that accelerate théHs to 400 meV. The beam traveling
through the SCL is focused by quadrupoles placed betweencteesating modules
(outside of the accelerating cavities).

At the far end of the Linac is a chopper, that electrostdiicsglects a portion of the
Linac beam to be sent along a transfer line to the Booster. LTieec completes fifteen
acceleration cycles per second.

Booster

The Booster is a proton synchrotron, approximately 150 miameter. It takes the
400 MeV H ions from the Linac and strips the electrons off, which lesamely the proton,
and accelerating the protons to 8 GeV. It has the same duly agdhe Linac, 15 Hz. The
acceleration is accomplished by 18 ferrite-tuned RF cewikbcated around the Booster
ring. A 100 kW PA ( Power Amplifier) drives each cavity. 96 cemtional magnets with
a maximum field of 0.7 T bend the beam into a circular orbit. Bloester is able to hold
multiple batches of particles from the Linac at once to iaseebeam intensities, often
storing eleven or twelve batches in its ring.

A special set of magnets handles the injection of incomingoHs from the Linac.
Each magnet bends the beam and focuses the beam eithemalfizor vertically. The
H- ions and circulating beam passes through the strippingvdilch removes the elec-
trons from most of the Hions and yields protons. A similar set of magnets steers the
beam back into the Booster orbit while removing any leftdderons.

A set of fast kicker magnets extracts the proton beam fronBthaster. The protons
go into a transfer line that leads to the Main Injector.

Main Injector

The Main Injector is a large proton synchrotron with a diagnetf about 1 km. It has two
main functions involving the Tevatron: accelerating pr@nd antiprotons for injection
into the Tevatron, and accelerating protons to be sent tarkiproton source.

Main Injector has 18 accelerating cavities. It uses 344ldipmagnets and 208 focus-
ing quadrupole magnets, all conventional water-coolecteleagnets, to steer the proton
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beam. It can accelerate protons to 120 GeV or 150 GeV. Whentastdck antiprotons,
the final energies is 120 GeV. When used to inject into the Temathe final beam energy
is 150 GeV.

As well as accepting protons from Booster, the Main Injectam accept antiprotons
from the Antiproton Source. The Main Injector can accekerdatam as fast as every
2.2 seconds.

Antiproton Source

The antiproton source produces antiprotons for use in Tewatollisions. The Main
Injector sends 120 GeV protons down a transfer line to a hitekget. (Nickel was chosen
because it can absorb more heat without melting than othéalsae Antiprotons are
among the products resulting from this collision; they aested by an electromagnetic
selector and focused down a transfer line to the Debuncherdi€s have shown that
120 GeV is the optimal energy for antiproton production;has £nergy, approximately
one antiproton is collected per 1@rotons sent to the antiproton source. The resultant
antiprotons have an average energy of about 8 GeV.

Debuncher

The Debuncher is not an accelerator but a triangular staiiage Its main purpose is to

“debunch” the particle beam, removing its RF bunch strietidagnets in the Debuncher
decrease the momentum spread of the antiprotons by rotidwamg in phase space, trad-
ing momentum spread for time spread. This results in a beapanicles that have no

RF bunch structure but have roughly uniform momentum. Aotgns remain in the De-

buncher until the next batch of protons is sent to the antproarget, at which point the

antiprotons are sent to the Accumulator.

Accumulator

The Accumulator lies in the same tunnel as the Debunches. dtlong term antiproton
storage ring, designed to store antiprotons with minimssés for days. Antiprotons from
the Debuncher are manipulated by RF systems in the Accuanutafill a stable region
of phase space, known as the core. The core is kept as smadisadle to minimize
the momentum spread of the antiprotons; a smaller beam gitggher luminosity upon
injection into the Tevatron.

While the antiprotons stay in the Accumulator, they are reduin transverse mo-
mentum through a process called stochastic cooling [33]s plocedure measures the
momentum spread of a group of antiprotons and sends a sigreasathe ring to correc-
tor magnets, which adjust their fields for each group of pkasito reduce the momentum
spread of those particles. This results in denser antiprbgams injected into the Teva-
tron, increasing the resulting luminosity.

Extraction from the Accumulator requires the antiprotambé collected into bunches
again. Adiabatic activation of RF stations causes a poxiotihe beam to be collected
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into bunches, which are then transferred back to the Maectoy, decelerated to 8 GeV,
and injected into the Recycler.

Recycler

When the Accumulator reaches its maximum optimal capact#gntiprotons are passed
into the Recycler, a ring of permanent magnets in the sameetwas the Main Injector.
This storage ring keeps antiprotons at 8 GeV, collectingthatil the Tevatron is ready
for injection. In the Recycler, antiprotons are cooledHiertusing a process called elec-
tron cooling [34], in which a beam of electrons is accelatdtethe same energy as the
antiprotons and runs alongside them. Transverse momemammthe antiproton beam is
passed to the much lighter electrons, causing the antipsdimlose transverse momen-
tum, making the beam smaller. Antiprotons are injected fthemRecycler to the Main
Injector, which accelerates them to 150 GeV for injecticio ithe Tevatron.

Tevatron

The Tevatron is the largest of the Fermilab accelerators avcircumference of approx-
imately 1 km. It is a circular synchrotron and keeps both gmstand antiprotons in the
same beampipe, revolving in opposite directions. The Temadccept both protons and
antiprotons from Main Injector and accelerate them from G&¥/ to 980 GeV.

Electrostatic separators produce a strong electric fiedtlkbeps the two beams from
touching except at the collision point. The beam is steeyedi/ld superconducting dipole
magnets and 240 quadrupole magnets with a maximum magredtiofi4.2 T. They are
cooled by liquid helium to 4.2 K, at which point the niobiurtahium alloy in the magnets
becomes superconducting.

The Tevatron holds 36 bunches each of protons and antigoldre process of inject-
ing particles into the machine, accelerating them, andatitig collisions, referred to as a
shot, starts with injection of protons, one bunch at a timéd58 GeV from the Main In-
jector. The antiprotons are injected four bunches at a tnm@ the Recycler through the
Main Injector. RF cavities accelerate the beams to 980 Ged/tlaen some electrostatic
separators switch polarity to cause the beams to collide@pbints. Each collision point
lies at the heart of a particle detector: one named DO andttier aamed the Collider
Detector at Fermilab (CDF).

2.2 The CDF Il Detector

The CDF Il detector is a general purpose detector designedidy sp collisions at the
Tevatron. The detector components are arranged in cytiablshape. The position of the
sub-detectors are described in cylindrical coordinates, =) with fixing the origin to the
geometric center of the detector. The= 0 is parallel to the ground and points out of the
Tevatron ring. The z-axis points along the beam in the dweatf the protons.

The outgoing particles are described in spherical cootdsarlhe z-axis is replaced
by the polar angl®. In the event reconstruction, the transverse momentum ric|es
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pr = |p|sinf is measured in the transverse plane, and their directiorivendoy the
pseudorapidity;. The pseudo-rapidity is defined as

n = —Intan (g) (2.2)
which is a good approximation at high energigs & m) to the rapidity
1 E +p,
y_2ln (E—pz) (2.2)

whereF is the particle’s energy ang is its momentum along the z-axis.

A solid cutaway view of the CDF Il detector is shown in Figur2.an the center of the
detector, the charged particle tracking system is enclbogealsuperconducting solenoid.
Outside the solenoid is the calorimeter system which isssumded by the muon detectors.

Central Muon (CMU/CMP)

Central EM Calorimeter (CEM)
Central Hadronic Calorimeter (CHA)

s 2 DA

=N

y

Barrel Muon (BMU)

Plug Hadronic Cal. (CHA)

0

Liminosity Counter (CLC)

Central Outer Tracker (COT) z
Silicon Vertex Detector (SVX)
Intermediate Silicon Layer (ISL)

Figure 2.2: Isometric view of the CDF Il detector.

2.2.1 Tracking System

The innermost part of the CDF Il detector is the tracking systehich is composed of
multi-layer silicon microstrip detectors, an open-celtevdrift chamber, and a supercon-
ducting solenoid magnet. The coverage of these detecmietrated in Figure 2.3. Itis
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used to reconstruct trajectories of charged particles aecigely measure their momenta.
The reconstructed particle trajectories are called trackeod resolution is required to
detect displaced secondary vertices, which is a key to ti&éadrons.
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Figure 2.3: The CDF tracking system.

Silicon Detectors

The silicon detector consists of three parts: Layer 00 (L86), the Silicon Vertex Detec-
tor (SVXII) [36], and the Intermediate Silicon Layers (ISJ37], as shown in Figure 2.4.
The detector offers full tracking coverage gt < 2.0 as shown in Figure 2.4 (left).

All the three sub-detectors are constructed from wafers-tfpe silicon with thin
strips (~ 10 xm) doped with p-type silicon (n-type in addition for SVXIlrsors). The
reverse bias voltage extends the depletion region from th¢unmction. When a charged
particle passes through the depleted region, it ionizesitlo®n wafer creating electron
and hole pairs. The voltage moves electrons to one side adehsor, the holes to the
other side. Then, collected charge is read out by ASIC chipsnted at the end of the
sensors. The spacial resolution is varying depending oh sidicon sub-detector, since
pitches are ranging from 2&m to more than 10@m.

LOO: The LOO, the innermost silicon detector, consists of oneray single-sided silicon
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Figure 2.4: The CDF silicon detector. Left: the coverage @f $silicon detector in r-z
plane. Right: Configuration of the silicon detector in plane.

attached directly to the beampipe, only~at.5 cm radius. Its purpose is to improve
the resolution of the track impact parameter and positiosecbndary vertices.

SVXII: The SVXII is the main part of the silicon detector, which cists of five con-
centric layers of double-sided silicon. These layers aaegd at radii from 2.4 cm
to 10.7 cm. The hit information of the SVXII provides high oagtion tracking in-
formation and is especially useful for reconstructing tispd secondary vertices.

ISL: The ISL is the outermost silicon detector, which consista eingle layer atn| <
1.0 (at a radius of 22 cm) and two layersia® < |n| < 2.0 (at a radius of 20 cm
and 29 cm). This detector helps the connection of tracks émtwhe Central Outer
Tracker and the SVXII. This improves the track resolution #me performance of
forward tracking injn| < 2.0.

Central Outer Tracker (COT)

The COT is a cylindrical drift chamber that sits directly ddesof the silicon detectors
in the central region|f| < 1.0) [38]. The chamber consists of eight cylindrical radial
sections (“superlayers”) of 310 cm long cells at radii bedwe&0 and 132 cm from the
detector center. The eight superlayers are placed in aliegaxial and stereo sections:
wires in axial superlayers run parallel to theaxis, while wires in stereo superlayers
are strung at+ 2 degree angles with respect to thexis. The number of cells in the
superlayer increases radially outwards, the innermostrayer consists of 168 cells and
the outermost one consists of 480 cells. Each cell contaielse sense wires and thirteen
potential wires placed alternately. The chambers are fikgéd a mixture of argon and
ethane gasses, which is chosen to have a uniform drift uglacross the cell volume.

22



Along a charged particle passing through the chamber, tegegan the chamber are
ionized. The electrons are drifted forward the sense wirg¢hieyelectric field, and then
they create an avalanche of charges which induce a pulsé¢tensense wire. The position
resolution of the COT is about 140mn per cell, and the transverse momentum resolution
is (;—QTT =0.0015[GeV /c] L.

Time-of-Flight System (TOF)

The TOF detector [39] is incorporated into the CDF detectardrer to identify particles
up to 1.5GeV /c. By measuring the time it takes for a collision product toctethe TOF,
we can separate particles which have different massesasuchand K=. This detector
is located between the COT and the superconducting solenhaidaaius of 140 cm with
a coverage inn| < 1.0. In this analysis, we do not use for particles discriminatimt

use for the event veto coming from cosmic rays.

Superconducting Solenoid

The superconducting solenoid operated at a current of a&5f A produces an uniform

magnetic field of 1.4 T parallel to theaxis. The conductor is made of Al-stabilized NbTi.
This strong magnetic field bends the trajectory of higheharged particles, allowing us
to reconstruct their momentum using the tracking system.

2.2.2 Calorimeters

The CDF calorimeters measure the energy of both charged artchhparticles. They
are sampling scintillator calorimeters segmented intcet@ihaving a geometry projected
to the detector center. The calorimeter system consistdestremagnetic (EM) and
hadronic calorimeters, coverirdg in azimuth over the range| < 3.6. The cross section
of the CDF calorimeter system is shown in Figure 2.5.

The EM calorimeter system consists of two sections: therabBiM calorimeter [40]
(In] < 1.1) and the plug EM calorimeter [41](1 < |n| < 3.6). Both sections include
the main calorimeter, which mainly measures the energy dighes, and the shower
maximum detector, which helps to improve the position resoh of the calorimeter
clusters. The hadronic calorimeter system consists oétheetions: the central hadronic
calorimeter (7| < 0.9), the wall hadronic calorimetef(7 < |n| < 1.3), and the plug
hadronic calorimeteri(3 < |n| < 3.6).

Central Electromagnetic Calorimeter (CEM)

The CEM is segmented into 24 towersgrand 10 towers im. The single CEM wedge
is shown in Figure 2.6. It is a lead-scintillator samplindoceneter having a radiation
length (X,) 18 X,. The energy resolution of the CEM is

o5 _ 135K 499 (2.3)

E  \JE(GeV)

where the notatiors sums the constant and stochastic term in quadrature.
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Figure 2.5: The CDF calorimeter system.

Central Electromagnetic Shower Maximum Detector (CES)

The CES is a proportional chamber with wire and strip readdutkimproves the po-
sition resolution of the calorimeter clusters. The CES ix@that a position at which
the shower for electrons and photons has the maximum nunilgarticles, called the
shower maximum. Its position corresponds to a depth &f, ®@f the EM calorimeter. The
position resolution is 0.2 cm at 50 GeV.

Plug Electromagnetic Calorimeter (PEM)

The PEM is segmented into 12 towersrirand 24 (48) towers iw for the inner (outer)
groups. It is a lead-scintillator sampling calorimeter ingva total thickness is 2X,,.
The energy resolution of the PEM is:

— =P 0.7% 2.4
E E (GeV) B (2.4)

Plug Electromagnetic Shower Maximum Detector (PES)

The PES [42] measures the shower maximum position simildrgCES. It is located at
6 X, depth and is made of two layers of 5 mm wide scintillator striwith each layer
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Figure 2.6: The single CEM wedge.

having a 45 crossing angle relative to the other.

Central Hadronic Calorimeter (CHA)

The CHA, a iron-scintillator sampling calorimeters, is semted into 24 towers i and
8 towers inn [43]. It is located directly outside of the CEM with 32 layersrgower,
which corresponds to 4.7 interaction lengths)(thick. The energy resolution of the

CHA is:

OR 50%
— = ——— 3 3% 2.5
E E (GeV) b (:5)

Wall Hadronic Calorimeter (WHA)

The WHA extends the CHA coverage to fill the gap between the akatrd plug re-
gions [43]. It is made of 15 layers of iron (5.0 cm) and sclatdr (1.0 cm). The energy

resolution of the WHA is:

OR 75%
— = ———— 5 4% 2.6
E E (GeV) pae (2.6)

Plug Hadronic Calorimeter (PHA)

The PHA is made of 23 layers of alternating iron and sciribhaThe energy resolution

of the PHA is:

OR 80%
— = ——— P 5% 2.7
E E (GeV) b @)
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2.2.3 Muon Detectors

The energy of highpr muons are not measurable with the calorimeter, since they pa
through the detector materials by depositing only minimamizing energy. The CDF
muon detectors consist of four systems and are locateddeutdithe calorimeters. The
muon system coverage is shown in Figure 2.7. A cross secieam of a muon chamber
is shown in Figure 2.8. When a muon passes through the muoensyste drift time in
each layer is registered. We define a muon “stub” which reguarhit in three of the four
layers of drift chambers.

BE-CMX E=-CMP EE-CMU [O-1MU
1 0 1

Figure 2.7: CDF muon coverage for the CMU, CMP, CMX, and BMU detect The
BMU is referred as the IMU.
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\

Figure 2.8: A cross section view of a CMU muon chamber.
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Central Muon Detector (CMU)

The CMU [44] consists of four layers of planar drift chambersdted outside of the CHA.
It covers the central region ¢f)| < 0.6 and can detect muons with- > 1.4 GeV/c.

Central Muon Upgrade (CMP)

The CMP consists of four layers of planar drift chambers ledaiutermost of the CDF
for walls or behind the magnet return yokes. The CMP coygrs< 0.6 and can detect
muons withpy > 2.0 GeV/c.

Central Muon Extension (CMX)

The CMX consists of four to eight layers of drift chambers defirg on the polar angle.
It provides muon detection in the regi®6 < |n| < 1.0 and can detect muons with
pr > 1.4 GeV /c. The scintillator tiles (CSX) is also placed on the inside antside of
the CMX, used for improved triggering.

Barrel Muon Detector (BMU)

The BMU extends the muon detector coveragé.to< || < 1.5. Drift chambers and
scintillators are attached surrounding the forward toroagnets.

2.2.4 Luminosity Monitor
Luminosity

The collision rate of protons and antiprotons is quantifigthie instantaneous luminosity.
The luminosity is calculated with the following formula:

_ [rNBN,N; < oy >

- 2m(02 + 02) G

> (2.8)

where f, is the revolution frequencyy is the number of bunchesy, and N; are the
number of protons or antiprotons per bunehando; are the beam sizes at the interaction
point, F is a form factor which corrects for the bunch shape and dependhe ratio of
the bunch lengtl; to the beta functiom* at the interaction point3* is a measure of the
beam spreads, which are given ¥*c with ¢ being the beam emittance.

There is a continuous effort to maximize the peak luminogihych directly results
in increasing the amount of data delivered by the Tevatrdre dmount of data collected
through Run Il is expressed by the integrated luminosjty’¢it) which is measured in
units of b™!, where 1 b! is 10** cm~2. Figure 2.9 shows the integrated luminosity deliv-
ered by the Tevatron and recorded by the CDF.
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Figure 2.9: Total integrated luminosity delivered by the/ateon and recorded by the
CDF.

Cherenkov Luminosity Counters (CLC)

The beam luminosity is measured by using the CLC detectorlptaited in the forward
region 8.7 < |n| < 4.7) of the CDF detector on both sides. The CLC consists of long
conical gaseous Cherenkov counters that monitor the aveaitgef inelastigp collisions
per bunch crossingH,;). The instantaneous luminositg {..) is calculated from the next
expression:

p feo = 0 Linst - € (2-9)

wherey is the number of interactions per bunch crossing countedeyCi_C detector,
frc 1s the bunch crossing frequency (2.5 MHz forx3& bunch operationsy, is the
CLC acceptance for a sing}g interaction, and; is the inelastigp cross section at the
Tevatron (60.7 2.4 mb).

2.2.5 Data Acquisition System

The bunch crossing rate of the Tevatron is 2.5 MHz fok36 bunch operations which
corresponds to 396 ns separation. The actual interactteng®it lower, about 1.7 MHz.
Since this rate is too high to record every event into disk,nged to discard the most
events while interesting ones must be identified. The delecf events is performed by
the fast online electronics, called the trigger system. CBé- trigger system has a three
level architecture (called Level 1, Level 2, and Level 3) amdlesigned to reduce the
data rate by identifying the physically interesting ever@nce an event is accepted by
the Level 3 trigger, then the data are sent to the Consumer/8egger (CSL) that is the
final component in the CDF data acquisition system. The dataifiche CDF trigger
system is shown in Figure 2.10.
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Figure 2.10: Data flow in the CDF data acquisition system.

Level 1

The Level 1 trigger (L1) discards about 97% of the eventsjltieg) in the acceptance rate
to about 50 kHz. Figure 2.11 shows the trigger path from theeL# to the Level 2. The

L1 CAL can make its decision based on clusters of energy in éharimeters, missing

energy from the energy conservation, or the sum of caloemenergy. A system called
Extremely Fast Tracker (XFT) [46] reconstructs tracks gdime COT information, and

the tracks found by the XFT are used for the L1 trigger deaisifthe CMU can also

provide L1 trigger for muon candidates.

Level 2

The Level 2 trigger (L2) reduces the event rate to about 300TH2 L2 system consists
of several asynchronous subsystems which provide inputi@grammable L2 processors.
The L2 decisions are made based on the following:

e L2 clusterfinder (L2CAL): The L2CAL combines adjacent calosier towers over
1 GeV threshold starting from a seed tower of minimum 3 GeV.

e CES information: The shower maximum detector informaticovtes the position
resolution for electron and photon showers with better tiencluster location. It
is also used to match with the tracking information.
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Figure 2.11: Block diagram of the Level 1 and Level 2 triggatip

e Silicon Vertex Tracker (SVT) [47]: The SVXII information isombined with the
L1 XFT track information by the SVT, a system that rapidly aas the silicon
data to look for a displaced vertex.

e Muon information: The muon trigger combines informatioorfrthe muon detector
and from the L1 XFT track.

Level 3

The Level 3 trigger (L3) consists of a few hundred of compsaitdihe L3 computer farm
reconstructs the event in software and filter the event caédout 75 Hz. Events that pass
L3 decision are written to disk.

Consumer Server/Logger

Once an eventis accepted by the L3 trigger, it sends to theu@uersServer/Logger (CSL)
system. The CSL is responsible for categorizing events byridgpger path, writing them
to the disk, and sending a fraction of events to online premesfor real time monitoring
of data quality.

30



Chapter 3

Reconstruction and Event Selection

As outlined in Chapter 1, the dilepton eventsyp — ttX — bW bW~ X — bbl vl ~vX)
have a signature that is characterized by two higHeptons, electrons or muons, two
high-E'+ jets and two neutrinos resulting in a large transverse gnergalancemissing
transverse enerqy, B .

This chapter describes in detail the identification vaealand criteria applied to iden-
tify final state objects in the event by the detector comptsane start with the electron
identification in the central and plug regions of the deteatiiscuss the requirements
for muon candidates, describe the jet reconstruction dhgurand corrections to the jet
energies, and the way we determine the energy of neutrircapegy the detector.

3.1 Electron Identification

Electrons resulting from the dilepton channel of thelecay are highly energetic. They
can be identified by a higp track in the drift chamber and large energy depositions
in electromagnetic calorimeters. At energies of tens of G@&/ dominant energy loss
for electrons is bremsstrahlung. When electrons traversdethd absorbers in the elec-
tromagnetic calorimeter, they interact with the nuclei loé tmaterial and emit photons
which produce electron-positron pairSe~. The secondary particles are also very ener-
getic and lead to production of an electromagnetic casaalied ashower. The shape
and position of the electromagnetic shower is measured bywehmaximum detectors,
and the shower characteristics are used in electron idsattdn. A hadronic shower is
longer and much broader. Electrons deposit most of theirggna a single electromag-
netic calorimeter tower, while a hadronic shower continus the hadronic section of
the calorimeter and into the adjacent calorimeter towensaddition to certain shower
properties, for electrons the momentum of the track pointothe shower should match
the energy in the calorimeter.

3.1.1 Central Electrons

Central electron candidates traverse the central part ofi¢hector,|n| < 1.1, leaving
the track in the COT and depositing most of their energiesénGEM calorimeter. The
following variables and criteria are used to identify highelectrons:
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o Fr=FE sinf > 20 GeV

The transverse electromagnetic energy deposited by the electron candidate in
the CEM cluster. It is given by the total electromagnetic gpesf the electron
cluster £ multiplied by sinf of the COT track pointing to the seed tower of the
cluster. An electron cluster is formed of a seed EM tower, nefage added to the
seed tower until the maximum cluster size is reached. Thaelat maximum has
two towers in pseudorapidity and one tower azimuth. Thegngris corrected for
differences due to non-linearities and time-dependenigés.

e pr > 10 GeV

The transverse momentum by the COT track measured by itstouevia the mag-
netic field. Raw COT resolution is substantially improved bystraining the track
to originate from the beam line. Theam constrained tracking introduces ar
curvature bias in data, which is removed by correcting theesil curvature) /pr,
where( is the charge of the track:

Q _ 9 00037 — 0.0011 x sin(¢ + 0.28) (3.1)

CO:.
prt pr

Later in the text we refer to the, of the COT track when beam constrainggf;™.
This correction is applied only to data and not to simulabéevents.

® Fhad/Eem < 0.055 4 0.00045 X Eiotal

The ratio of the hadronic calorimeter (CHA) energy of the tdug),,.4 to its electro-
magnetic energy.,, (CEM). The valueF},.q/ Een, is scaled by a factor of 0.00045
multiplied by the total energy of the clustéy,;,; to compensate for inefficiency of
the cut at very high energies, as higher energy electrons imave leakage into the
hadronic calorimeter.

e [//P < 2is applied for electrons witl'r < 199 GeV orpy < 50 GeV.

The ratio of the electromagnetic calorimeter enekgio the COT track momentum
P. During the passage through the material inside the COT iradkus the elec-
tron might radiate a photon (“external bremsstrahlung”hephoton is collinear
with the electron and it generally deposits its energy indd@e calorimeter tower,
thus not much affecting the value &f-, however the momentum; measured in
the COT after bremsstrahlung will be smaller. This causesag tail in the £/ P
distribution above 1.0.

o Lshr < 02,

The lateral shower profild.,;,. is a measure of how well the lateral shower de-
velopment matches that expected from the electromagnadwes. This variable
compares the energies of CEM calorimeter towers adjaceheteded tower of the
EM cluster with energies expected from the test beam elestrt is defined as a
sum over towers:
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Emeasured ngpected
shr =0.14 L (32)
Z \/ 0 14 v ) + O-QEexpected

wheremeasured F; is a measured energy in the CEM towerfiéerected; is an
energy deposit in théth tower expected from the test beam electrons Anslthe
energy of the EM cluster. 0.14F represents the error on the energy measurement
and J?Emmed is the uncertainty on the energy estimate. For a typical Ehdter
L is a two-tower sum. Any extra particles accompanying theresponsible for
the main EM shower will tend to add to the energy in adjacemetand makéd.,y,,

a large positive number.

—3.0cm < QAx < 1.5cm; |[Az| < 3cm

The distance\z / (|Az|) in ther-¢/(r — z) plane between the COT track extrap-
olated to the CES and the best matching CES cluster. The cutaohas been
multiplied by the charge Q of the electron and it is asymmetri- — ¢ to account

for energy of the photon emitted in bremsstrahlung radmatibhis requirement on

a tight match between the track and shower position removasga number of
fake electron due to the coincidence of charged and neuai@ddons in the same
tower, mainly due tar’ and 7 results in a reconstructed track that matches the
electromagnetic cluster.

thrip <10

They? comparison of the CES shower profile in the » view with the shower pro-
file extracted form test beam electrons. Ti¥efit is performed on the distribution
of energy deposited on each of the 11 strips in the CES shower.

|2vertex| < 60 €M

The interaction position in, z,..+., IS taken fromz, the z intersection of the track
with the beam axis in the — z plane. The longitudinal spread of the event vertex
about the nominal interaction piat= 0 is a Gaussian with = 26 cm. The vertex
position is required to be within 2.

Track quality cuts

To insure that the track associated with electron is welbnstructed, it must pass
through two axial and three stereo superlayers (SL) of COT afleast 7 hits out
of 12 in each SL.

Fiduciality

This variable insures that the electron is reconstructed liegion of the detector
that is well instrumented. The electron position in the CEMesermined by the
CES shower position and it must satisfy the following requieat.
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— the electron must lie with 21 cm of the tower center in the ¢ view, so that
the shower is fully contained in the active region, this esponds to the cut
lzcrs| < 21 ¢m, where thercgs is the local coordinate of the calorimeter
tower.

— the region|zcgs| < 9 cm, where the two halves of the central calorimeter
meet is excluded, as well as the regiepzs| > 230 cm, which corresponds
to the outer half of the CEM tower (tower9), as it is more sutgddo the
leakage into the hadronic part of the calorimeter.

— the region immediately close to the point of penetratiorhefdryogenic con-
nections to the solenoidal magnet, the chimney, is untdnstnted and there-
fore excluded. It corresponds 77 < n < 1.0, 75° < ¢ < 90° and
|zeps| > 193 cm.

— the region1.05 < |n| < 1.10 is excluded due to the smaller depth of the
electromagnetic calorimeter.

e Not a conversion

Photons produced either directly in the hard scatteringanfhadron decays inter-
act with the material in the detector and convert to eleepositron paris. These
photon conversion can be identified by the presence of antrtek of the opposite
sign near the electron candidate. If the two tracks exhibidlsr — ¢ separation

in the pint of conversionAXY| < 0.2 cm, and the difference in their polar angle
|A cot ¢| < 0.04, the electron candidate is flagged as a conversion and theewho
event is rejected.

e Isolation =Elk* / Eguster < (.1,

whereE° = E%* — Eduster js the transverse enerdyf:* in a cone of radiua\ R =

vV (An)2 + (A¢)? < 0.4 around the electron cluster (hadronic + electromagnetic)
excluding the electron cluster energy;*'". This cut in fact is not an electron
identification requirement. It rejects the electrons that ot isolated from extra
hadronic activity and could be the products of quark semideic decays, while
electrons from W and Z decays are expected to be isolatedh&vefore consider
both categories of isolated and non-isolated electronsarevent selection.

The isolation is corrected for leakage energy into the naagimg ¢ wedge outside
of the cone, which increases towards the edges ap thedges. The respective cor-
rection factor is determined form Monte Carlo data compariand parametrized
the form:

Bleax = ES™* . Py -exp Py - (|Jzoms| — 21) (3.3)

whereP, = 0.05114+0.0075 andP;, = 0.334+0.061. If additional interactions occur
in the same bunch crossing the energy in a cone is increabedefbre isolation is
also corrected for the number of interactions par bunclssing, the efficiency of
the cut then becomes independent of the instantaneousdaityinThis correction
factor is determined similarly to jet multiple interactienergy correction.

34



The corrected isolation energy is then

EP™ = Ef° — Breax — Bat (3.4)

and corrected isolation is given by

I50cor: = B | EG (3.5)

Central electron ID efficiency was determined from the— e*e™ events were se-
lected as dilepton events of opposite charge falling intcadswindowy5 GeV < M, <
105 GeV. The number of observed same-sign dielectron event’s isahee Z mass range
served as an estimate of QCD background contamination. At teee electron was re-
quired to be tight, i.e. passing all identification cut.

3.1.2 Plug Electrons

Electron candidates deposition their energies in the PERioaeter are referred to as
plug electrons. We impose the following identification criteria to definauglelectron
candidates:

o 1.2 < |n <20

Although plug electron can be identified up |t < 2.5, this analysis considers
only those with|n| < 2.0, primarily due to large charge misidentification rate at
high pseudorapiditieg. This cut has a small effect on theacceptance, as final
products oftt decay events are mostly central and the acceptance faliiyragt
large n, while backgrounds considerably increase. The lpwegion |n| < 1.2
is excluded due to geometrical reasons since the PES detim#s not provide
usable coverage there. The track information from the COThavailable in the
forward region of the detector, as plug electrons do notetrsey the active volume
of the COT. Plug electron candidates identified based onlyhermptesence of an
EM cluster in the PEM calorimeter, i.e. with no track requients, are calleBEM
electrons. PEM electron candidates do not provide charge sign infaomand are
subject to a large fake rate.

To reduce the misidentification rate the track reconstomctor plug electrons is
performed by utilizing the silicon layer (ISL) residing ihe forward part of the
detector and providing usable coveragelia < |n| < 1.8 rage. The silicon pat-
tern recognition code extrapolates the hits in the outegrayo the inner layers of
silicon and determines the location of the primary verteke Tracking efficiency
for tracks pointing to the plug region is considerably lowrean for the central part
of the detector. It is improved by a special algorithm, ahloenix algorithm.

the Phoenix algorithm makes use of the information of the p&stion of an EM

shower. It constraints the track at two endpoints, one idfiaxethe interaction
vertex and the other is at the PES position of an EM shower.pAdo the corre-
sponding PEM cluster energy as the momentum of the elecrbalix of the track
can be determined. This defines two possible track trajestoone is for negative
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and the other is for positive charge. The silicon patterrogedtion code further
attempts to reconstruct those tracks by matching hits imetyers of silicon. If one

of these tracks is reconstructed, it is appended to the egeatd as being associ-
ated with the respective electron candidate. If both trackseconstructed then the
algorithm performs the/2-fit of a possible electron trajectory and adopts the track
best matching the activity in the silicon detector. Suclaakris call aPhoenix plug
electron, abbreviated as PHX.

The Phoenix algorithm establishes charge identificatioplitg electron candidates
beyond the coverage of the forward silicon layers upjto< 2.0.

Er > 20 GeV

Unlike the CEM clusters, the PEM clusters are limited to22two towers in pseu-
dorapidity by two towers in azimuth.

Ehad/Eem < 0.05

Similar to the central electrons, the ratio of the hadromilwdmeter (PHA) energy
of the clusterE), .4 to its electromagnetic energy.,, (PEM).

Uswg > 0.65 andVs.9 > 0.6 The quantitied/s .o and Vs, are essentially isolation
variables for the shower maximum detector independentplieg to both the U
and V layers.The PES clustering is performed by ordering 8fs in decreasing
energy with the highest-energy strips used as seeds. Thgadavidth nine-strip
cluster is formed from each seed. This is done separatel§@od- and V- layer
clusters. The quantitieSs.9 and Vs represent the ratios of energy sum in the
central 5 strips of a PES cluster to the total energy of the PlESter (in all 9
strips).

X§><3 < 10

This variable represents the goodnessdf- fit measure of the energy distribu-
tion in 3x3 towers around the seed tower to energy distributions fresh heam
electrons.

|ARPE5’ < 3cm

Thex? — fit also determines the position for the center of the showdty g =
V(An)?2 + (Ag)? is the distance between the)3 x 3 best fit position and the
intersection of the centroids in the U- and V-layer PES dtsst AR matching
requirement is also enforced between the PES coordinatshe&nextrapolated
Phoenix track.

Si
Nhilts Z 3

Number of Silicon hitsVi . This requirement is enforced to improve the quality
of the silicon tracks at the cost of some efficiency.

|ZQ’ < 60
This cut is identical to the CEM electrons.
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e Isolation =E°/ Eguster < (0.1

This variable is defined identically to the CEM electrons. Eherections toEs°
are done differently, however, as the clustering algorithrthe plug region differs
from the one in the central region. The leakage energy isnpetidzed depending
on the distance of the tower form the center of the electramveinind andq.

Plug electron ID efficiency was determined from thie— ¢*¢~ data sample, similar
to how it was done for central electrong. — e*e~ events were selected as central-plug
dielectron events in the Z mass range. The central electasirequired to be a good
electron, i.e. pass all tight identification criteria, ahe bther leg was required to be an
EM object fiducial to the plug region. Plug electron ID effiooy was determined as the
ratio of tight-tight (central-plug) candidates over tigbbse candidates.

3.2 Muon ldentification

Muons are minimume-ionizing particles which penetrate sratery easily. Muons result-
ing from the dilepton channel of thédecay, as well as electrons, are very energetic. They
are identified by the higl track in COT, very little energy deposition in the calorime-
ters, and matching hits in the muon chambers. A muon carelidatequired to have
aligned hits in bothr — ¢ andr — z planes on at least 3 separate layers. These hits form a
muon stub which is then matched to the COT tracks extrapotatdte muon chambers.
Muons are categorized by the detector region through wiiep pass. Muons recon-
structed in both the CMU and CMP chambers are called CMUP muamstdthe gaps in
the muon chambers coverage there are also muon that arestectiad only in the CMU
or the CMP muon chambers. These muons are called CMU, CMP reghgctMuons
with stubs in the CMX chamber are called CMX muons. The COT tradks no muon
stubs are also considered as muon candidates. Such muaeg@ired to have minimum
energy depositions in the calorimeter. These muon careldat called CMIO’s (central
minimum ionizing objects). The following criteria are ajgal for muon candidates:

e pr > 20 GeV
The transverse momentum of the COT track. The track is beastreoned angh,
corrections are applied identically as it is done for eleas:.

e |z <60 cm
As for electrons, the-position of the muon track is associated with the evenexert
and required to be within 60 cm from the geometrical centeéhefdetector.

e |dy| < 0.2 cm for tracks with no silicon hits.[d,| < 0.02 cm for tracks with silicon
hits.

The impact parametel; is the distance between the reconstructed muon track and
the beam axis in the — ¢ plane. Unlike others this selection variable is based
on the default muon track, not beam-constrained, and agriggt is applied if the
track contains silicon hits. This cut forces the muon to ioag¢e from the nominal

37



interaction region and substantially reduces the cosmionrhackground. It also
helps to remove muons from kaons and pions that decay in.flight

Track quality cuts

Track quality cuts are identical to electron track qualitysc The track is required
to have at least 7 COT hits on at least 2 axial and 3 stereo sypeesl

Eom <2+ max(0,0.0115(P — 100)) GeV

The energy deposited in the electromagnetic calorimetégh I muons are not
expected to deposit substantial amount of energy in théreleagnetic calorimeter.
the sliding cut is introduced for muons with < 100GeV to increase efficiency of
the cut.

Fhaa < 6 4 max(0,0.0280(P — 100)) GeV

The energy deposited in the hadronic calorimeter is higharstill quite small in
comparison to strongly interacting jets.

Eem + Enaq > 0.1 GeV for stubless muon only.

Stubless muons are required to have a non-zero energy tiepasithe calorimeter
to limit backgrounds from electrons escaping the detedtorugh cracks in the
calorimeter.

|A-T’CMU S 7 cm

The distance in the— ¢ plane between the extrapolated COT track and the stub seg-
ment in the relevant muon chamber. The muon candidate gpggsrequirement
falls into CMUP or CMU category.

|AI’CMP S 5 cm

Muons in the CMP and CMX detector traverse more material thaindrCMU and
experience grater deflections due to multiple scatteriingréfore, the track-to-stub
matching cut are looser. This muon candidate falls into CMUEMP category.
|AJZ|CMX S 6 cm

CMX muon category requirement.

pcor > 140 cm
The COT exit radius

_ sign(n) - zcor — 20
pPcotT cot(0)

(3.6)

is based on pseudorapidipyandz, of the track, wherecor = 155 cm is the length
of the COT and is the polar angle.

This cut is enforced only for CMX muons to eliminate the datsldue to the XFT
trigger requirement that a track must leave hits in at least COT superlayers.
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e Isolation =E°/pr < 0.1

whereE}° = Eg — Elover is the difference between energy in the coné\dt =
0.4 around the muon track$°™ and the amount of energy in the tower associated
with the muon trackiZio™er,

e Not-cosmic

Cosmic ray can be identified in the CDF detector as dimuon elessg a nearly
straight track and therefore mimickintg a very energetig:~ pair. Since cosmic
rays do not originate from gpbar collision and enter the detector at random lo-
cations, this background is reduced by a cut on the track cinparameterl,. In
addition, cosmic rays appear randomly in time and can bendisshed by sub-
stantial time delay between the hits of the two muons in thdrdrac calorimeter,
measured by Time to Digital Converter (TDC), and by using tgmimformation
from the Time of Flight detector (TOF). All of this informain is analyzed by the
software code, named Cosmic Ray Tagger, which makes a deacisifiagging an
event as a cosmic. Events with muon identified as cosmicegreted.

The muon ID efficiencies are measured using Z boson deZays i Similarly to
electrons. Both legs are linked to a CMUP or CMX muon stub, wbeeeleg is required
to pass tight identification criteria and is matched to Lelvétigger information, while
the second leg is chosen to be fiducial to the tested detegimnT (e.g. CMUP, CMX), or
non-fiducial to any (for stubless CMIO muons) and examinetipiissed muon ID cuts
thus being independent of a trigger requirement.

3.3 Jet Reconstruction

At high energies, as those achieved in Tevatron, jets arddh@nant feature of hadron
production. They result from point-like collisions of a gkar gluon from the proton

with a quark or gluon from the antiproton. A jet is formed framscattered initiating

parton, which experiences fragmentation leading to thate of a stream of energetic
colorless particles emitted spatially collimated along dhiginal parton direction.

The jets are observed as cluster of energy located in adjaetector towers. Typ-
ically a jet contains neutral or charged pions to a lessezrgxdf kaons, and about 10
% of light baryons such as protons and neutrons. Pions mdspgsit their energies in
electromagnetic calorimeter, while kaon and baryons leawst of their energies in the
hadronic section of the calorimeter. The energy of theahfiarton can be approximated
by summing the tower energies within a cone of specified sités procedure is called
jetclustering. The cone size is chosen to encompass most of the jet enetigyuival-
lowing a significant contribution from other event activitlt is defined inn — ¢ space
by its radius,R = \/An? + A¢? and is centered at the largest calorimeter energy tower
serving as a seed tower of the jet cluster. This analysisimgjuwscone size oA R = 0.4.

After the jet cluster is thus formed, thié; weighted centroid of the cluster is deter-
mined, as follows

39



_ X By

Tcentroid = N i (37)
> im1 Ep
N . .
A Ei ¢z
¢centroid - Z _]\} TZ. (38)
Zizl ET

where the sums are carried out over all calorimeter towetbencluster. It defined the
centroid tower and a new cone drawn around this positions process is iterated until
the cluster remains unchanged in two consecutive pathsone £ases two clusters can
overlap and then they are either merged into one, if the sutheg&nergies in shared
towers exceed 75 % of the energy of the smaller cluster, bmefct.

The jet four-momentun ™%, pi*, pi*™, pi™) is then determined by the following
sums over the cluster towers:

N
E™ =Y "E (3.9)
=0
N
P =) Ejsin6; cos ¢; (3.10)
=0
N
P =Y Ejsinf;sin ¢, (3.11)
=0
N
P =Y Ejcos¢ (3.12)
=0

These quantities are referred to as raw, since they aretedffdayy mismeasurements
for a variety of reasons due to both to physics and to detexftects and are different
from the true energies of the partons which initiated jetheréfore proper corrections
need to be applied to reconstruct true momentums of partons.

3.3.1 Jet Energy Corrections

The measured four-vector of jets generally differs from émergies of the initial par-
tons. This is the result from both instrumental and physeffdcts such as low energy
non-linearitiesy) crack energy losses, underlying events, and clusteringeSuf the cor-
rections are decided by the measurable quantities indepéiod the theory, while some
of them rely on the theory prediction. Thus the row jet enesgneasured in the calorime-
ter must be corrected for detector effects at first beforg tizan be compared to physics
predictions/models. The correction strategy is the foliws:

¢ Relative Corrections (Levell Corrections)

The first step in jet energy corrections is to correct the fi@etsany variation in the
response with detectgt For this correction, dijet event samples are used. Siree th
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transverse energy of the two jets irka— 2 process should be equal, the energies
of jets in the plug and forward calorimeters are scaled te ghe energy of an
equivalent jet in the central calorimeter. One well-meadwrentral jet (0.2 || <
0.6) is required and a scale factor is derived from the diggaibce to the second jet.
The central calorimeters CEM/CHA are the best understoodiozéters in CDF
and the selected region is far away from the cracks. The gaiation depending
on the time (run range) in the plug calorimeters is also takém account. The
corrections for the Monte Carlo and data are determined agglgrsince some
discrepancy between data and simulation can be seen duadk aflthe materials

in the detector simulation.

e Multiple Interaction Corrections (Level4 Corrections)

The multiple interaction affects the measured jet energgmthe energy from these
minimum bias events falls into the jet clustering cone. Tlaadverse energy in a
random cone is measured in minimum bias data and paranettextza function of
the number of vertices in the event. This transverse enargyhtracted from each
jet to account for multiple interaction in the same bunclssiog as a function of
the number of vertices in the event. This correction facd@ linear function of the
number of reconstructed vertices in the event. Only vestagsociated with at least
2 COT tracks in minimum bias events are used to decide thigcton factor.

e Absolute Corrections (Level5 Corrections)

The jet energy measured by the calorimeters must be codrémtany non-linearity

and energy loss in the un-instrumented regions of eachinater. The absolute jet
corrections account for the response to particle-levetggnia the central calorime-
ter. This correction depends on the jet fragmentation ptase The calibration

point is derived using a 50 GeV pion from test beam data. Fontn-linearity re-

sponse, the tuned Monte Carlo events are used for the changetkatral particles.
After fragmentation, the events are processed with a full @Btector simulation.
Each simulated event is compared to the tptabf all generated particles lying in
a cone centered about the measured jet axis. A quadratiediilis used to param-
eterize the mean jet response as a functiof-pfor the each cone size.

e Underlying Event Corrections (Level6 Corrections)

The underlying event contains all the soft interactionsepxc¢he hard one. The
underlying event energies must be subtracted from the medget energy when

these particles fall into the clustering cone. The coroecprocedure is the same
as the multiple interaction correction. Events with onlyeorertex are used to
determine the underlying event correction.

e Out-of-Cone Corrections (Level7 Corrections)
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The jet clustering may not include all the energy from théiating parton. Some

of the partons generated during fragmentation may fallidathe cone chosen for
clustering algorithm. Out-of-cone corrections are applie order to correct the
particle-level jet energy to the parton energy (as much aer#tically allowed).
These corrections are completely independent of deteeiorimeter performance
and depend on the parton fragmentation functions. The cliwrefactor is param-
eterized as a function of jet-. Jet tends to become narrower at large energies, and
the fractional energy deposited outside the cone decreases

Thus, the jet energy is corrected by
pT(R) - [p?W(R) X Jrel — UEM(R)] X fabs(R) - UE(R) + OC(R)v (313)

whereR denotes the clustering cone size,andp;™ are the corrected and row transverse
momenta of jet,f,. is the relative jet energy correction, UEK) is the multiple inter-
actions correctionf,,s(R) is the absolute jet energy correction, UF is the underlying
event correction, and Q@) is the out-of-cone correction.

3.3.2 Jet Energy Scale Uncertainties

The differences between the data and CDF simulations of theegponses are treated
as the systematic uncertainties of the jet energy scale) @BE The uncertainties are
estimated for each type of jet energy corrections. The daitgies due to the absolute
scale and the jet shape (out-of-cone) are dominant. The syatematic uncertainties
on the absolute scale are obtained by propagating the antggs on the single particle
response ¥ /p) and the fragmentation. Smaller contributions are from ¢hkrimeter
response close to tower boundaries in azimuth, and fromt#ielisy of the calorimeter
calibration with time. The uncertainties from the jet shape estimated by measuring
the energy flow between cones of size 0.4 and 1.3 in both ddtd&simulations. The
total JES uncertainties in the central region are shownguaife 3.1.

3.4 Missing Energy

Neutrinos interact only through weak interactions anddfae cannot be directly de-
tected as they traverse the detector material. Producfioewtrinos in an event can be
spotted by the existence of the large imbalance in the ca&igr energy. The longitudinal
component of the colliding partons is not known, but theskeemse component is subject
to conservation, and the sum of the transverse componeti® efeutrino momenta can
be measured. This quantity is called missing transversr&gyzrﬁ} . The missing trans-
verse energy is two-component vectdl £, 4 ). The raw value off; is defined by the
negative vector sum of the transverse energy of all caldantewers:

E:?W = — Z (Ez sin Hz)ﬁl (314)

tower
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Figure 3.1: The total uncertainties of JES as a function ofexted jetpr in the central
calorimeter (.2 < |n| < 0.6).

where E; is the energy of the-th tower, 77; is a transverse unit vector pointing to the
center of the tower ané is the polar angle of the line pointing fromg, z-coordinate of
the event vertex, to theth tower. This sum extends tQucicctor| < 3.6.

The value ofﬁ;aw should be further corrected for escaping muons and jet gnerg
mismeasurements. Muons do not deposit substantial eneripe icalorimeter, but may
carry out significant amount of the energy. The sum of trarsevenomenta of escaping

muons) _ ﬁm measured in the COT has to be added toﬁ@%w with a negative sign and
the energy deposited by muons in the calorime}er&r , has to be subtracted from that
sum, as it has been already counted inlﬁwrﬁw.

Only raw values of jet energies contribute to tﬂé?w and these values have to be

replaced in the sum by the corrected ones. The correcteé vl CTOH is therefore given
by the following relation:

[ (z Fru= Y E) - (Z B - Zﬁ%%“ét> (3.19)

muons muons jet jet

Uncertainties in# CTOH are dominated by uncertainties in jet energies. Mismeasure
ments off + result from jets traversing through poorly instrumentegioes of detectors,
e.g. cracks, dead zones, and beam halo effects. They mayealdbfrom cosmic rays,
muon misidentification and mismeasurements in muon traakemba.

The resolution of thel'r generally depends on the response of the calorimeter to
the total energy deposited in the event. It is parameterizgdrms of the total scalar
transverse enerdy. £+, which is defined as
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Y Er =) Esing, (3.16)

towers

The '+ resolution in the data is measured with minimum bias evatds)inated
by inelasticpp collisions. In minimum bias events theandy components off' . are
distributed as Gaussian around zero with= o, = o

dN B3,
~ T 3.17
i, T ( 202 .17

The I+ resolutionA = /(H73) is then given byA = v/20, . Itis expected to scale

as a square root of the total transverse energy in the eyertiy, is determined to be
A ~ 0.64,/) Er from minimum bias studies.
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Chapter 4

Spin Correlation Measurement

4.1 Outline of the Measurement

In this thesis we measure the strength ofthgpin correlation: from a differential angu-
lar distribution of the two decay leptons and the two decggtbin the rest frames of their
respective top quark and the spin quantization axis. Simeepin correlation is large in
beamline basis and beamline basis is easier to determirgiggntally, we chose beam-
line basis as a spin quantization axis. To measyme useit dilepton channel, since, as
we discussed in the Section 1.7, the charged leptons from thelW'b — (v,b decays
are the probes with the highest sensitivity to the directbthe top quark spin. From
an angular distribution of two charged leptons, the infdforaon « is to be extracted.
In addition to the angular distribution of charged leptows, use one of b-jets as well
to increase the sensitivity to themeasurement. In order to obtain the flight directions
of decay products in top and anti-top rest frames, we needftdl Kinematical recon-
struction oft¢ system in dilepton decay channel including two neutrindse fethod of
the full kinematical reconstruction will be discussed irctsen 4.4. Then we will make
the templates oft signal as a function of as well as the background from each angu-
lar distribution(Section 4.5). Using the templates, weh# aingular distribution of data,
and once we get measuredwe set Feldman-Cousins confidence intervals on thexirue
The construction of Feldman-Cousisns confidence belt froenighs-experiments will be
discussed in Section 4.6.

4.2 Top Dilepton Event Selection

Dilepton event selection aims at reconstructihgvents with both W’s from top decaying
leptonically. It requires two fully identified electrons pruons with transverse energy
above 20 GeV,fir > 25 GeV and at least two tight jets & > 15 GeV. The first,
or trigger lepton can be one of three types: CEM electron, CMUEMX muon. The
second, or loose lepton, can be also non-isolated or antesbRHX electron or one of
the non-trigger muon types: CMU-only, CMP-only and CMIO. Distain the cuts used
to identify each lepton category are contained in SectioN@n isolated counterpart of
the trigger leptons (i.e. NICEM electrons and NICMUP/NICMX msp are allowed to
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trigger the event when they come together with a PHX electoorecover most of the
acceptance lost by dropping the plug electron dataset.

The jets are corrected up to hadron level (i.e. we do not applglerlying Events
and Out-of-Cone Correction, jet is called parton level aftese correction). We should
mention here that for the purpose of correctifig (which is calculated starting from
the raw transverse energy deposited in each tower of theiwedter), we used the jet
energy scale calculated ignoring the Multiple Interactiorrection in order to avoid over-
correctionZ for the presence of energy due to extra interaction.

Extra event topology cuts are imposed to improve the pufithe selection:

¢ Dilepton invariant mass- 5 GeV, where Monte Calro cannot describe properly in
this region.

e COT radius exit cut> 140 cm for the stubless CMIO muon candidate, which is
a highpr central track with a minimum energy deposition in the cafaier but
no matching stub in the muon chambers, in order to remove opdsimg events
around the end of COT in the simulation.

e Cosmic and conversion removal: This cut reject the eventslwivere marked as
the events with the particles coming from cosmic or the everiitere the electrons
are coming from the conversion of the photoneto=~ pair within detector. The
cosmic removal is used to remove events where the muons engifidd as an
cosmic muons. The conversion removal is applied only toraéetectrons. The
track associated with the electron is checked to all otteaks whether it is close
in all three spatial dimensions to another track and thaas dpposite charge. In
such case, the electron is flagged as the conversion electron

e Z-veto foree and . events. To remove events that contain leptons come from Z
boson, if the event has same flavor lepton pair with its iar@mrmass inn6 < M,, <
106 GeV, the missinger significancefr/\/> . Er > 4v/GeV is required. This
variable separates events with rga} due to neutrinos from events whefer is
due to energy measurement fluctuations or energy loss iniceter cracks. These
second category of events is expected to have a degfagdessolution.

e L-cut in the (Fr, do.in) plane to rejectZ — 77 events and events with mis-
measured £from jets pointing to cracks in the calorimeter: this cut uggs
the event £rto be above 50 GeV is there is any lepton or jet inside @0the
Frdirection. In events with mismeasured jets, the fékeis pointing close to the
direction of the jet. Moreover, it — 77 events thef); vector often points close
to the direction of one of the leptons. This cut remove theszkgrounds.

e Scalar sum of’.s of leptons, jets, and missing energlfy- > 200 GeV. Because
of such heavy top quark, there is higher activity in transeeplane init events
comparing to background events. Therefore, the variablelwbums (scalarly)
transverse energies of all particles in the event has higdiae fortz events than in
background events. Such variable we d&jl and in our case it is the sum @,
plus leptons transverse energies plusfheof all tight jets in the event.
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e Opposite charge for the two leptons. This cut requires tetharged leptons have
the charges with the opposite sign.ttrevents the charged leptons have indeed the
opposite sign of charges because they are coming from dppdsrged top quarks
(top quark vs. antitop quark). However, some of the backgdsuFake events) do
not necessary have opposite sign leptons, so such everssggreessed by this cut.

e |07, < 4cm is made to make sure that the two leptons are from the satere in
action, whereldZ,| is the absolute value of the Z position difference of the two
leptons. This cut remove events from multiple interaction.

The data we use in this analysis were collected during thiegh&arch 2002 - June 2009.
The total integrated luminosity for this period is 5.1fb Finally the number of observed
events survived after this selection criteria are 334 eent

4.3 Background Composition

We consider four different sources of standard model potiest can mimic the signature
of dilepton plusZr plus two or more jets signature: diboson eveisi{, W27, ZZ or
W~), Drell-Yan production of tau leptons (2 77), Drell-Yan production of electrons or
muons with additionalr (if the event is an actual Drell-Yan event, there isiiwso we
refer to this as faké/r) (DY — ee/uu), and QCD production oft” boson with multiple
jets in which one jet is misidentified as a leptdir tjets fakes).

e Diboson

The diboson processed/W, W Z, ZZ andW+~, can mimic the signature of the
signal via different mechanisms, with real leptons &adrom 1/ andZ decays and
jets produced by boson hadronic decays or initial stateateh for W1 events,
the two leptons and th& are produced when boflY’s decay semi-leptonically
but the jets require some hadronic radiation external todibeson system. For
WZ and ZZ events, the two leptons come from the Z boson while the otrier
or Z boson provides the jets vis their hadronic decays. As thesays do not
contain any neutrino, some mechanism to produce fakes required. Finally for
W~ events, one lepton plugy is generated from the semi-leptontic decay while
the second lepton is produced from an asymmetraonversion in which one of
the two electrons has little energy and is caught spiralinggde the central drift
chamber.

e Drell-Yan toee/up

Z/~v* — ee/uu process can mimic the signature of tiesignal when there are at
least 2 jets from initial state radiation. More ever, thisgess does not have real
physics £, it can have £ just due to mis-measurement of jets and/or leptons
energies.

e/ —TT
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Z/v — 771~ events can fake the dilepton/; plus 2 or more jets signature when
both7’s decay semi-leptonically ta,v,. ¢~ v,v, and jets from initial state radiation
are present.

o |V +jets fakes

Events where one jet is misleadingly reconstructed as arepe. jet “fakes” the
signature of a lepton. The main source of such events is ptmauof 17 boson
with associated production of at least 3 jéis ¢ > 3 jets).

Z+jets, and diboson events are generated using ALPGEN, PXTand MADE-
VENT respectively, where PYTHIA is used to model parton sbomng and the underlying
event for all generated samples [49-53]. CTEQ6.6 partonlaigton functions (PDF) are
used in all Monte Carlo simulations [54]. CDFSIM, a GEANT-bé&seanulation, is used
to model the CDF detector response [55, 56].

Events whereZ /v* decays to leptons and — 77 events are generated using ALP-
GEN, and diboson events are generated with PYTHIA. All offrecesses pass selection
by mis-identifying one or more leptons in the detector. Eieke lepton events are domi-
nated by W boson events with associated jets. Fakes are eablojeW+jets events where
one jet passes selection criteria such that it is a good datelto fake lepton selection.

The predicted number of events for each background proe&ssy with the number
of expectedt events at the measured cross section, is calculated fromehsurement of
thett cross section in the dilepton decay channel [57]. The numbgrsignal and back-
grounds expected with the data corresponds to 5!1fibe summarized in the Table 4.1.

Table 4.1: The number of expected events in data correspdnd fo! with the observed
number of events.

CDF Il Preliminary(5.1 fb'!)

Process Number of expected events
Ww 11.69 + 2.35
W2z 348+ 0.55
47 2.25+ 1.75
Drell-Yan (Z — ee, ) 22.34+ 3.23
4 —TT 1221+ 2.17
Fakes 34.27+ 9.46
Wy 042+ 0.44
Total background 86.24 4+ 14.05
tt(oc = 7.4 pb) 236.97 + 11.29
Total SM expectation 323.21 £25.12
Data (5.1fb1) 334
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4.4 Full Kinematical Reconstruction in Dilepton Chan-
nel

In this section, we describe a full kinematical reconsiarctmethod we use in this anal-
ysis. By the event selection, we have two or more jets in aveme use the leading two
energetic jets akjet andb-jet candidates.

4.4.1 Principle

In a dilepton event, due to two undetected neutrinos in tia irmte, we have six unknown
variables ,, p;). Also, we have six constraind¥ ™ mass,)¥ ~ mass, top quark mass,
anti-top quark mass, x-axial missittg- and y-axial missingvr. The details of constrains
are as follows.

(1Pe+] + 1501 = (Ber + 9)° = My,
(17| + |551)* = (B + Pn)* = My,

M, (Do | + |B0] + [5o])* — (P + B, + 5b)° = M}
(
(
(7

I

G- |+ 15o] + 155 — (D= + Py + 53)° = M? (4.1)
Br),
T), -

Typically we will have two or four possible solutions gf,( p;) as well as two com-
binations due t@ — b ambiguity in the system of the equation above. However witho
any additional redundant constraint, no one can tell whattten is the best solution.

The basic idea to select most likely solution is to calculdtep’ and M,; for each
solution and to look how plausible these reconstructedabites are. These variables,
pit, pit and M;; are mostly distributed depending on the initial partonriistions which
we can know to some extent in prior.

(ﬁu "i_ﬁ)z’/)gj -
(ﬁu+ﬁﬁ)y =

4.4.2 Likelihood

In the actual reconstruction method we adopt, we take réealwf b-jet energies and
Fr into account, i.e. the likelihood are given as a functionssfuaned, , p;,, £;"*, and
2", We use the following likelihood:

£ (i s BE, BE) = P (p) P (pF) P (Myr) (42)
1 { 1 {Ejrgtef S— BT H 1 { 1 {EjlélteQaS I H
exp | —= X exp | —= X
Ojet1 2 Ojet1 Ojet2 2 Tjet2

1 E meas ETiuess 1 1 ETymeaS _ ETiuess
MET OXP MET X NET XP |75 MET )
o, 2 o o 2 o

Y Y

whereP(p), P(pY) and P(M,;) are probability density function of each variables itf a
candidate, which obtained from dilepton candidate& iRYTHIA Monte Carlo sample.
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Figure 4.1: Distributions o, p, andM,; of dilepton candidates itt PYTHIA Monte
Carlo.

Figure 4.1 shows the distributions pf, p% and M,; of dilepton candidates. Each dis-
tributions is fitted to an analytic function, and fit resuldgmarameters are shown in the
plots. In Equation (4.2)l7i7 denote the measured energy of the jets which are assigned
asb-jets and-jets, respectlvely. The measured energies of jets arectad by a dilepton
specific correction which is explained in the following s@gon, after the Level5 jet en-
ergy correction.f/r,,* arex,y components of the measured missing transverse energy.
Tjet1,2 andoy T denote the resolution of measured jet energy and missinguesise en-
ergy which are also described in the Sec 4.4.3,7; andZ:{;7, in Equation (4.2) are

the quantities deduced from the assumgdr;, E,", and EZ**, respectively. We take
one representative set f,, 7, £,;"", EX"*) WhICh glves maX|mum likelihood in each
event as reconstructed quantities. In both of two caseb fob assignments, the likeli-
hood is calculated and the assignment which gives the Had#éihood ia chosen as the
solution.

4.4.3 Jetand MET Resolutions

As mentioned in the previous subsection, we use correctextuned jet energies after
the Level5 jet energy correction in the likelihood for thél kinematical reconstruction
(Equation (4.2)) as well as the resolutions of the jet emstglhe correction is performed
so that the mean af;\\7*; goes to-quark orb-quark energy.

To obtain the correction factor and the resolution, we usemstructed jets in dilepton
candidates off Monte Carlo sample, which is matched &aquark orb-quark within
AR < 0.4. We divide the matched jets into the following three psetajadity regions:
In| <0.7,0.7 < |n| < 1.3, and1.3 < |n| < 2.5. Then using the tru&b)-quark transverse
energy EF°) and the observed transverse energy after Level5 corre@i$’), we make
the distribution of( Erve — EL5) /EL5 for eachEL?. The plots in Figure 4.2 show mean
ando of the distribution of( ' — EL%)/EL5 as a function ofEX® for each pseudo-
rapidity region. Each plot in Figure 4.2 is fitted to the funatexp(F, + Piz) + P», and
we use these parameters for the correction and the resoiatiéquation (4.2).

For Fr, the resolutions are also used in the likelihood for the Kulematical recon-
struction (Equation (4.2)). They are obtained by tteeof the distributions of/r;",* —

Erie. Figure 4.3 shows the plot of of £, — £, as a function o2 + EJEt2
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Figure 4.2: Mean and of the distribution of( Eir*® — EL°)/EL5 as a function oft}®
for jets matched withil\ R < 0.4 in dilepton candidates of Pythia Monte Carlo, for each
region of|n| < 0.7,0.7 < |n| < 1.3, and1.3 < |n| < 2.5.

4.4.4 Performance of the Full Kinematical Reconstruction Method

To check the performance of the full kinematical recondtaimcmethod, we look at the
scatter plots of generated values of kinematical varialesus reconstructed values. The
full HEPG information, including the identity and kinemzgiof all particles in an event,
is available in Monte Carlo samples. We use dilepton candgahere both of the two
charged leptons in the events are matched to HEPG leptohsit? < 0.1 and both of
the leading two jets are matchedtajuark ofb-quark within AR < 0.4 in tt PYTHIA
Monte Carlo sample. The ratio of the lepton and jet matchedtsue the whole dilepton
candidates is about 76 Three plots in Figure 4.4 show the scatter plots offgQs,,
co9;, and co8*, which are cosine of the angle 6f (/™) flight direction w.r.t. the beam
axis in the top(anti-top) quark rest frame, cosine of thel@oftop flight direction w.r.t.
the proton direction in thé rest frame, and cosine of the angle/of /) flight direction
in the W (W) rest frame w.r.tW* (W) flight direction in the top(anti-top) quark rest
frame, respectively.

The events in the diagonal region in the scatter plots irtditaat the variables are
correctly reconstructed, while the events in the off-dia@aegion indicate that the vari-
ables are incorrectly reconstructed. We can see bands pfsivethe diagonal regions in
the scatter plots, which indicate the method reasonablgesstully reconstructs events
including neutrinos as well dsandb assignment.

The ratio of the events wheteandb are correctly assigned to the two jets by the
full kinematical reconstructed method to the lepton andnjatched dilepton candidate is
found to be 7%.
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Figure 4.3:0 of the distribution ofZ;*> — £ as a function ofz"! + EJ** for dilepton

candidates of Pythia Monte Carlo.
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Figure 4.4: Scatter plots of reconstructed kinematicaialdes versus the true value of
the corresponding variables. The kinematical variables@,,..., (Ieft), cos #;(middle),
andcos #*(right). The areas of the square are proportional to thaesnin the bins. For
each plot, we use dilepton candidates which satisfy folhgutivo requirements. Both of
the two reconstructed charged leptons obtained from theifuématical reconstruction
are matched to HEPG charged leptons withiR < 0.1, respectively. Both of the two
reconstructed leading jets obtained from the full kineg®treconstruction are matched
to HEPGb—quark or HEPG —quark withinAR < 0.4, respectively.

52



4.5 Templates of the Signal and the Background

In this section, we discuss about the two dimensional 8istion of reconstructed cos-

cog)_ and co$,-cog); of thett signal and background. We use these expected distribution
as templates to extract measurefiilom observed reconstructed distribution by likelihood
fitting. Therefore, for thét signal, the templates should be as a function fo any assumed
K.

4.5.1 Template Fit Function

To obtain the templates as an analytic functiffy, y), we assume as follows:

e Polynomial function ofr andy up toO((z, y)?).

fla.y) =Y Cya'y (4.3)

i+j<4

e AssumeP is conserved. On this assumption, physical quantitiessat. are equiv-
alent to ones at cos #4. under P reversal(See Appendix B), ie. we assume

f(ZL’, y) = f(—l’, _y) (44)

e AssumeC'P is conserved.cosfy change tocos 6+ underC'P reversal(See Ap-
pendix B), i.e. we assume

fx.y) = fly, x) (4.5)
On the assumption above, we obtain

x2—|-y2

C
f(xay):f{l - O —C3—Cs5+3C,

a4yt 23y + xy?

+ C’gxy + 503 9

+Cy

+ 905x2y2} (4.6)

and
1 1
/ d:z:/ dyf(z,y) = Cp . 4.7)
—1 -1

Hereafter we supposg, = 1 unless it’s specified.

4.5.2 Signal Template as a Function ok

We use att Monte Carlo sample generated by Pythia with = 172.5 GeV#2. In
this sample, there is no spin correlation between generagadiz. We put a weight,

(1 + ncos@ﬁepgcoseﬁepg> / (1 +x|), on a dilepton candidate in its Monte Carlo sample,
wherex is assumed spin-spin correlation coefficient in the beasriiasis and c#§°®
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Figure 4.5: The distributions of reconstructedcos®.,cos6_) (left) and
(cos by, cos 0;)(right) of weighted dilepton candidates in Pythia Monte Carlo
sample on the assumption ©f= +1, and their fit results.

represent true c@s using HEPG information. Then, we obtain the reconstrucistii¢d
butions of (co8, ,co¥_) and (co$,,co9);) for dilepton candidates front signal with an
assumedk.

We made the 10 by 10 bin distributions of reconstructedq{ca@®¥_) and (co$;,co%;)
from weighted dilepton candidatestinPythia Monte Carlo sample with assumethng-
ing from -1 to 1 with 0.2 step. For each distribution we fit tlesultant distribution to the
fit function of Equation (4.6), and obtain fit paramet€éigi=1, - - ,5) for leptons, and
CP(i=1, - - ,5) for b-jets as a function of.

Figure 4.5, 4.6 and 4.5 shows the reconstructed distribstand their fit results in
cases ot = +1x =0, andx = -1, respectively.

Figure 4.8 and 4.9 showdependence of the fit parametétsandC?, respectively.

Since the differential cross-section corresponding tdhea@nts a linear function of
k, each parameter except for normalization paramégeshould be a linear function of
as well.

We fit Cf(x) andC?(k) (i = 1, - - ,5) to a linear function of; so than we can describe
signal templates with any assumed.
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Figure 4.6: The distributions of
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reconstructedcos 0. ,cos6_) (left) and

(cos by, cos 0)(right) of dilepton candidates irt¢ Pythia Monte Carlo sample on
the assumption of = 0, and their fit results.

Signal (cos@,, cosb.)
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Figure 4.7: The distributions of

reconstructedcos 0, cos _)

Signal (cos6,, cosGE)
CDF Il Preliminary(5.1fb™

Sig. Fit (cos8,, coses)
CDF Il Preliminary(5.1fb™

(left) and

(cos by, cos 0;)(right) of weighted dilepton candidates in Pythia Monte Carlo
sample on the assumption©f= —1. The two surfaces shown in lower row are fit results

of the distributions above.
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Figure 4.9:x dependence of the fit parametef¥ («)) for the (cos 6, cos 6;) distribution.
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4.5.3 Background Template

Next, we describe background templates. We use the tablasdekpected number of

background. We consider dibosdi{V, W Z, andZ 7), Drell-Yan (Z/~v* — ee, uu),Z —

77, and fake (+QCD jet, where a jet is misidentified as a lepton) processdmek-

ground events. We negledt~ process, since it is found to be very small contribution.
For diboson, Drell-Yan, and — 77 backgrounds, we estimate the background dis-

tributions using Monte Carlo basically. For fake backgrosjyivde use real data to estimate

the background distributions.

Diboson

We useWW /W Z/ZZ Monte Carlo samples generated by Pythia event generator to es
timate diboson background. We made the distribution of metracted (ca%,,co9 )

and (cos,,co9);) of dilepton candidates iV W, W Z andZ Z simlated samples, respec-
tively. Then, we normalize the distributions for each saamal each expected number
of events and accumulate them. Figure 4.10 shows the distiis of reconstructed
(cos ., cosf_) and(cos 0y, cos 0;) of dilepton candidates iWW /W Z/Z Z samples. The
right column plots in the figure indicate the magnitudel 6funcertainty of each bin of
the left column distributions.

WWWZZZ T

Events
Events

Events
Events

Figure 4.10: The distributions of reconstructe@osé,,cosf_) (upper) and
(cos By, cos 0y ) (lower) of dilepton candidates i/ W/W ZIZZ simulated samples. The
distribution in the right column indicates the magnitudd efuncertainty of each bin of
the left distribution.
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We use Monte Carlo samples Bf~* + n partons where’/~* — 77 which are generated
by ALPGEN event generator to estimate— =+ background.

Table 4.2 shows processesih — 77 background, number of dilepton candidates
found in Monte Carlo of each process divided by generated eumibevents and cross-
section in pb for each process. We accumulate distributiiemms each process with ap-
propriate weight considering its acceptance and crossesethen finally normalize the
accumulated distribution to expected number of everf ef 77 background.

Table 4.2: Table of processes ih — 77 background. Number of dilepton candidates
found in Monte Carlo of each process divided by generated eumibevents and cross-
section in pb for each process are also shown.

Process # of candidate/# of generated X-section[pb]
7 peak

Z + 0 parton 0/7.8M 157.7
Z + 1 parton 47/7.8M 21.5
Z + >2p partons 1045/3.05M 4.14
My [20-75]

Z + 0 parton 0/1.45M 160.0
Z + 1 parton 1/1.47M 8.38
Z + >2 partons 78/2.90M 1.82
M [105-800]

Z + 0 parton 0/350k 4.07
Z + 1 parton 30/261k 0.706
Z + 2 partons 401/346k 0.117
Z + 3 partons 825/350k 0.0185
Z + >4 partons 206/71.7k 0.0033

Figure 4.11 shows the distributions of reconstrudted ¢, , cos 0_) and(cos 6, cos 6;)
of dilepton candidates i@ — 77 samples.

Drell-Yan

We use Monte Carlo samples af/v* + n partons whereZ/y* — ee, upu which are
generated by ALPGEN event generator to estimate Drell-\arkground.

Table 4.3 and 4.4 shows processes in Drell-Yan backgrowndber of dilepton can-
didates found in Monte Carlo of each process divided by géagraumber of events and
cross-section in pb for each process. We accumulate distyiis from each process with
appropriate weight considering its acceptance and crestses, then finally normalize
the accumulated distribution to expected number of everisall-Yan background.

Figure 4.12 shows the distributions of reconstrudted ¢, , cos 0_) and(cos 6, cos 6;)
of dilepton candidates i7/vy* — ee, uu simulated samples.
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Figure 4.11: The distributions of reconstructe@osé,,cosf_) (upper) and
(cos By, cos 05 ) (lower) of dilepton candidates i# — 77 simulated samples. The dis-
tributions in the right column indicates the magnitudd @funcertainty of each bin of the
left distribution.

Fake

For fake events where a jet fakes charged lepton, we hardima&te this background
with Monte Carlo simulation. Instead, we use data to estirttegdake background, and
validate the fake background using same sign dilepton sweinére the contribution from
fake background is dominated. We pick up an event have higlepton ¢ or 1) and at
least one jet which can fake lepton from 5.1fbdata, and forcibly fake the jet to an
electron or muon, then set an event weight for the event vaiked lepton by its fake
rate. The fake rate is a lepton type dependent probabildydtakeable object, that is an
object which shares some of the jets and some of the higlkepton characteristics, can
be reconstructed as a good lepton. The fake rate is calduta{g7].

Subsequently we apply the selection to the event and pertfogrkinematical recon-
struction to make distributions of dilepton candidate&jrng the weight of each event
into account, and finally normalize the distributions to exted number of events of
fake background. Figure 4.13 shows the distributions obmetructed(cos 0, cos6_)
and (cos 6y, cos 0;) of dilepton candidates obtained from lepton + fakeable yenes in
5.1fb~! data.

The right column plots in the figure indicate the magnitudé®fincertainty of each
bin of the left distribution.

Peaky bins in these plots come from single events with higk fate jet (typically
low-pr fakeable jet), therefore have large statistical uncetiesn
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Table 4.3: Table of processes in Drell-Yan background. Nemab dilepton candidates
found in Monte Carlo of each process divided by generated eumibevents and cross-
section in pb for each process are also shown.

Process # of candidate/# of generated X-section[pb]
M, [75-105]

ee + 0 parton 0/3.46M 157.7
ee + 1 parton 25/3.45M 21.6
ee + 2 partons 801/6.07M 3.46
ee + 3 partons 218/678k 0.550
ee + >4 partons 393/675k 0.0990
M, [8-20]

ee + 0 parton 0/682k 1512.4
ee + 1 parton 0/682k 19.7
ee + >2 partons 3/671k 6.97
M, [20-75]

ee + 0 parton 0/686K 160.0
ee + 1 parton 3/666K 8.38
ee + 2 partons 726/6.06M 1.60
ee + 3 partons 344/675k 0.233
ee + >4 partons 788/671k 0.0398
M, [105-600]

ee + 0 parton 71669k 4.07
ee + 1 parton 166/675k 0.706
ee + 2 partons 1395/664k 0.117
ee + 3 partons 3528/681k 0.0185
ee + >4p partons 6071/679k 0.00333

All Background

Finally we accumulate distributions from each componeieakgroundWW/IW ZIZ Z,
Z — 11, Z/v* — ee, pp, and fake samples.

Figure 4.14 show the resulting distributions of recongtd¢cos 6., , cos ) and(cos 6y, cos ;)
of accumulated dilepton candidates from all componentsudised above. The distribu-
tion in the right column indicates the magnitudelefuncertainty of each bin of the upper
distribution.

The distributions indicate no significait violating component. Hence we adopt the
same fit function form (Equation 4.6) as the signal templadd# the distributions. The
surfaces in the lower row are fit results. Thé/ndf's of fit are found to 100.761/94
for (cos 0., cos 6_) distribution and 94.9453/94 fdros 6,, cos ;) distribution, which are
corresponding to 29.8% and 45.3% fgt probabilities, respectively.
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Table 4.4:1, channels of Drell-Yan background.

Process # of candidate/# of generated X-section[pb]
M,, [75-105]

wp + 0 parton 1/3.48M 157.7
e+ 1 parton 31/3.48M 21.6
e+ 2 partons 970/6.14M 3.46
wup + 3 partons 268/686k 0.548
i+ >4p partons 480/685k 0.0994
M,, [8-20]

wp + 0 parton 0/682k 1512.6
i+ 1 parton 21677k 19.7
wp + >2 partons 13/682k 6.98
M,,, [20-75]

e + 0 parton 0/676k 160.0
wp + 1 parton 3/681k 8.39
(e + 2 partons 864/6.07M 1.60
wp + 3 partons 352/675k 0.233
i + >4 partons 967/681k 0.398
M,,, [105-600]

wi + 0 parton 16/686k 4.07
wp + 1 parton 213/683k 0.706
e+ 2 partons 1997/683k 0.117
wp + 3 partons 4071/671k 0.0185
wp + >4 partons 6822/681k 0.00332
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The distributions of
(cos By, cos 0;)(right) of accumulated dilepton candidates fréWV/W ZIZZ, Z — T,

Z/v* — ee,uu, and fake samples. The distributions in the middle row iatdicthe
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4.5.4 Crosscheck of the Signal and the Background shape

We check the modeling of background amd kinematical recocsbn method by com-
paring distributions of observed candidates in 5:1ftvith prediction of signal and back-
ground.

We make the distribution of one dimentional distributionretonstructed c@sof
leptons and b-jets, which are hardly depend:ofThe distributions are therefore suitable
to use as a cross-check, keeping results blinded in thiysisal

Considering that cés and co$, are changed to cs ans co8; under CP reversal,
we compare the distribution of cfs and co8_, and the distribution of cds and cos8;
between data and prediction.

Figure 4.15 shows the resultant distributions. The crodiates 5.1 fb! data with
statistical errors and red band indicates expected nunflsgeal and background total
events with & uncertainty.

We perform the Kolmogrov-Smirnov test to comparedsstribution of data to cas
distribution of prediction, for leptons and for bottomsspectively [58]. The Kolmogrov-
Smirnov probability are found to 0.71 for abslistribution of leptons and 0.22 for abs
distribution of b(b). The expected distributions and the distribution of datiargood
agreement within the uncertainties for both of leptons avitbions.

CDF Il Preliminary J Ldt=51f" CDF Il Preliminary JL dt=51f"

=100 — Data 5100 —Data
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Figure 4.15: The distribution afos 0, , cos 6_ (left) andcos 6y, cos 65 (right). The cross

indicates 5.1fb* data and red band indicates expected number of signal akdtoand
total events withlo uncertainty.
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4.6 Pseudo-experiments

In this section, we describe a method to extract measui®edm observed distributions
of (cosf,,cosf_) and(cos by, cos ;) first, and in order to verify the method and study
sensitivity tox measurement, we perform pseudo-experiments.

In the previous section, we obtain signal and backgrounglates, and using these
templates we define the following likelihood as a functiorms$umed:

L(k) = Hfg(cos 0, cos 6’ ; k) f*(cos B}, cos bi; k) (4.8)

where: is index of candidates, and

sig bkg

_ ex 0,b . ex 2,b
(k) = N L NP ?kagfsig (z,y; k) + VE L N +3kag b (T, Y) - (4.9)
exp exp exp exp

Here N3, and N2:¢ represent the expected number of events for signal and back-
ground, respectivelyt. (z, y; x), andfyi, (z, y) represent template functions f@os 6., cos 0 )
and(cos 6y, cos 6;) of signal and background, respectively. We tak&* as a measured
k, which gives maximum of the likelihood.

Note that this likelihood doesn't take correlations betwg®es 6., , cos _) and(cos 6,, cos 0;)

into account. In reality, we observe a correlation, thougé found to be very small. The
likelihood might give a wrong estimate for statistical urtaety due to this correlation.
So, we do not use the likelihood to estimate statistical aac#y of x™*, To exclude
this inexpedience, we construct Feldman-Cousins confideterrals from the distribu-
tion of k™ itself by perform many pseudo-experiments as mentionemhbale exclude
correlation by suppose prior probability with{~™**) which contain correlation between
(cos B, cosf_) and(cos by, cos ;).

For one pseudo-experiment, first we assume the followingtiaalues:

e truex
e N.,s. number of observed candidates
e N:&: number of expectett signal events

e NPk&: number of expected background events

exp *

Then, we generate the following two random numbers:

o N32: Poisson distributed with expected value)Gfs

o NJi#: Poisson distributed with expected valuegfke

obs

and repeat this generation until the condition

Nsig

obs

+ NP8 — N (4.10)

is satisfied.
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Once we obtaiV’ andN ¢, we pick upN:2 set of(cos 6, , cos ) and(cos ), cos 6;)
randomly from¢t candidate event pool of signal Monte Carlo sample with praiab
proportional tol + « cos 618 cos "2, We next generaté/’¢ random number set of
(cosB,cosf_) and (cos 0y, cos 0;) which are distributed by the background templates
functions.

Then, we make the unbinned likelihood (Equation 4.8) to iobt& <.

I-I']  [Entries 334 | cosO.. b-b] [Entries 334 |

cos 6

-2A Log(L)
< [\
D 4
o L
- !
< L \ ¢ meas
R 2
: \\ o meas ,
I / 4
0 ‘
-1 -0.5 0 0.5 1

K

Figure 4.16: An example of pseudo data on the assumptioti'tif = +1.0, Ny,s =
334, Nji& = 236.97, and Noke = 86.24. Upper left: the distribution of reconstructed
(cosf,cosf_). Upper right: the distribution of reconstructécbs 6, cos 6;). Lower:
—2Alog L as a function of assumed Measured: (™) is defined as the maximum
point of the likelihood. By fitting—2A log £ to a quartic polynomial function, we allow
unphysical region outside of [-1,1] ag"***. Measured uncertainty of™® (o™) is

defined as the region 6f2A log £ < 1.

Figure 4.16 illustrates an example of pseudo data on therast&n of "¢ = +1.0,
Nobs = 334, N3i& = 236.97, and N ke = 86.24, and—2A log £ as a function of assumed
k. k™ is defined as the maximum point of the likelihood. By fittir@A log £ to
a quartic polynomial function, we allow unphysical regiomsde of [-1,1] as<™* in
order to construct Feldman-Cousins confidence intervads. lde also define™* by the
region of —2A log £ < 1 as a measured uncertainty 9f** to evaluate pull distribution

later.
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4.6.1 Check of the Method fork Measurement

In order to check the method to extract*, signal templates, and procedure of the
pseudo-experiment, we useMonte Carlo sample generated with Herwig. In this sample,
standard model spin correlation is incorporated, and wadoti™® = 0.882 + 0.003 by
fitting distribution of (cos 6%, cos #"*¢) in the whole dilepton events to a function of

h h
1 + Kk cos 057 cos 0P8,

| I*-r |  [Entries 42928 | | b-b | [Entries 42928 |

Figure 4.17:  The distribution of reconstructedcos®,,cosf_) (left) and
(cos By, cos 0;)(right) of dilepton candidates in Monte Carlo sample whichmsade
with Herwig event generator whetéspin correlations are included.

Figure 4.17 shows distributions of reconstructeds 6., cos 0_) and (cos 6y, cos 0;)
of dilepton candidates in herwig Monte Carlo sample in 10 bypihthistograms.

First we assuméV,,s = N:& = 130, and N2:# = 0, which corresponds a scenario
with ideal b-tag situation that has 55% event efficiency foevent and perfect rejection
for background. On the assumption, we perform 10,000 tinsigo-experiment by
picking up N,.,s events from dilepton candidate pool in herwig Monte Carlal krok at

the distribution ofkx™e2s,

Kmeas Entries 10000
% : A Mean 0.8789
o RMS 0.6116
=* 600}
| x* / ndf 73.74/ 46
[ Constant 651.7+8.0
400

3 Mean  0.8793 0.0061
s J Sigma  0.6122+ 0.0043

200 J \

o— ‘ R K; N

4 =2 0 2 4

Kmeas

Figure 4.18: The distribution of™* of 10,000 pseudo-experiments using herwig Monte
Carlo as signal sample pool on assumptionVgf, = 130, N3 = 130, and 35 = 0.
The curve is the Gaussian fit of the distribution, and we {igitF**) = 0.879 £ 0.006 and
o(K™°%) = 0.612 4 0.004.
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Figure 4.18 shows the resultant distribution. By the Gaus§i of the distribution,
mean ofx™ is found to be(x™) = 0.879 + 0.006, that is consistent witk""¢, and
uncertainty ofx™* is found to ber (k™) = 0.612 & 0.004.

Next, we assume numbers of 5.1fhi.e. Ny = 334, N38 = 236.97, and N =
86.24.

On the assumption, we perform 10,000 times pseudo-expetinsng herwig Monte
Carlo signal pool for pseudo signal event and background|isnfor pseudo background
event.

Kmeas Entries 10000
800 Mean 0.8717
o L

Zﬁ r A RMS 0.5332
600 x* I ndf 42.5/39
- / \ Constant 746.6 £9.1
400 I Mean 0.872+0.005
L \ Sigma  0.5342+ 0.0038

200 \

-4 -2 0 2 4
Kmeas

Figure 4.19: The distribution of™* of 10,000 pseudo-experiments using herwig Monte
Carlo as signal sample pool on assumptiorVof, = 334, N&& = 236.97, and N2:& =

86.24. The curve is the Gaussian fit of the distribution, and we figit*>s) = 0.872 +
0.005 ando (k™) = 0.534 £ 0.004.

Figure 4.19 shows the resultant distribution. By the Gaus$i of the distribution,
mean ofx™* is found to be(x™**) = 0.872+0.005, that is consistent witk™"° as well,
and uncertainty of™** is found to ber (k™) = 0.534 4 0.004, that is nearly equal to
the case with idedl-tag scenario above.
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4.6.2 Pseudo Experiment Results

Here in order to obtair{x™*) and o (k™) as functions of<'""¢, we perform 10,000
pseudo-experiments for eagh"® ranging from -1 to +1 with 0.1 step, using the prescrip-
tion described in the beginning of this section to cope witthRat¢ sample which doesn't
have spin correlation.
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Figure 4.20: The result of 10,000 pseudo-experiments onatisemption ofx™"¢ =
—1.0 ~ +1.0, Nops = 334, Ng& = 236.97, and N8 = 86.24. Upper left: The dis-

tribution of <™ (horizontal axis) as a function af™"® (vertical axis). Upper right: The
distribution ofx™ in case ok = —1.0, "¢ = 0.0, andx™° = +1.0, and Gaussian
fit curve, respectively. Lower left{x™*) as a function of""¢, and linear fit. Lower
right: o (k™) as a function of'™"°, and parabolic fit.

Figure 4.20 shows the result of 10,000 pseudo-experimemthe® assumption of
KU = —1.0 ~ +1.0, Nops = 334, N385 = 236.97, and N2 = 86.24. By Gaus-
sian fit of a distribution of™** for eachx™"¢, we obtain(x™***) ando(x™**) for each
k. Finally, we obtain(x™**) as a linear function

(K™Y = P+ Pig'e (4.11)
Py, = 0.0002 4 0.0012
P, = 1.0041 %+ 0.0020
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ando (k™) as a parabolic function

O(K™) = Py + PR 4 Py(k')? (4.12)
Py = 0.5499 +0.0013
P = —0.0048 = 0.0014
P, = —0.0101 % 0.0026

by fitting of plots, respectively.

A small offset is seen igx™*). This offset will be properly incorporated in the final
result since we construct Feldman-Cousins confidence adtewith this (k™) itself
ando (k™).
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Figure 4.21: The pull distribution of 10,000 pseudo-exmemts on the assumption of
£ = —1.0 ~ 4+1.0, Nops = 334, Ng& = 236.97, and N8 = 86.24. Upper left:
The pulle (k™ — g'e) /g™ ) distribution as a function of™"°. Upper right: The
pull distribution in case of'™"¢ = —1.0, k" = 0.0, andx""® = +1.0, and Gaussian
fit curve, respectively. Lower left: pull mean as a functidn«8"¢, and linear fit. Lower

right: pull width as a function o&"¢, and linear fit.

Figure 4.21 shows the pull distribution of 10,000 pseudpeginents for eacl"°.
The pull is defined by
pull = (I{meas . litrue)/o_meas . (413)

By fitting pull distribution for each<"° to a Gaussian curve, we obtain pull mean and
pull sigma as functions of'™"¢. We observe pull sigma is a little bit grater than unit. We
found this is mainly caused sineé™* is estimated smaller due to correlation between
the distributions ofcos 6., cos #_) and(cos 6, cos 0;). We check this by extracting™*
with only (cos 6, cos 6_) and with only(cos 6y, cos 6;), separately.
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4.6.3 Correlation between<™* from leptons and k™€ from b-jets

In order to check correlation betweeft** obtained only from(cos 6., , cos §_) andx™®*
obtained only(cos 6y, cos 8;), we performed 10,000 pseudo-experiments on the same con-
dition in 4.6.2, but for likelihood instead of Equation 4.&\ust use the following:*

andL’, separately:
Li(k) = er(COSHﬂr,cosQi_;/{) ,

Lo(Kk) = HfE(COSGé,COSQ%;H).
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Figure 4.22:0(xk™*) as a function of" for leptons only case.
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Figure 4.23:0(x™*) as a function of:""*° for b-jets only case.

Fig 4.22 and 4.23 show the(x™*) as a function ok for leptons only case and

that for b-jets only case, separately.
In Section 4.6.2¢ (k™) is about 0.55 at'"¢ = (.
Comparing thisg (k™) of leptons only case is about 0.60:4t" = 0 ando (™)
of b-jets only case is about 1.10&t" = 0. A naive combination of statistical uncertain-
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ties of these results suppose they were independent is

1
V() + ()’

This value is close to 0.55 but a little bit smaller. Hence weatude there is a small but
some correlation betweeti*** obtained only from(cos 6, , cos#_) and k™ obtained
only from (cos 6, cos 6;). And leptons+-jets case in Section 4.6.2, 0.55, is improved by
about 8% comparing with leptons only case.

= 0.53.
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4.6.4 Construction of Feldman-Cousins intervals

Using (k™) ando (k™) obtained in Sec 4.6.2, we construction of Feldman-Cousins
confidence interval [59] as a function @f°.
We first suppose’(x™*|x'""¢) as the probability that™ is observed at a given
k'"ue, We suppose the probability is given by normal distributbddV ( (™), o (k™).
Then we set an intervak[***, x****] so that the integral of the probability frori**
to k'°* is a given confidence level, i.e.

meas
2

/ P57 |M¢) d™e = C.L. , (4.14)

meas
1

using Feldman-Cousins’s ordering principle. In the pritgipve define<{*"¢ which
gives maximum probability within physically allowed regiof "¢ when ax™ is
given, then require
R(kY') = R(ky“™) (4.15)
where
P(,{meas | Ktrue)

P(rmeslrpes)

R(k™e) = (4.16)

Figure 4.24 shows confidence intervals at 68% and 95% leged fnction ofx™",
respectively.

|Fe|dman-Cousins intervall

« C -IGS%C.L. (Statémly) :
o [ | [0 95% C.L. (Stat only)
S 0 5 iy Best value ............
= -
O b
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-1 .
-2 -1 0 1 2
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Figure 4.24: Confidence interval at 68% and 95% level basedetomtan-Cousins pre-
scription as a function of**"¢, where the distribution of™** is assumed to be Gaussian
with (k™) ando (k™) obtained from pseudo-experiments. Only statistical ereoe
considered here.
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Chapter 5

Systematic Uncertainties

We have performed systematics studies with respect to kremnces. They are Sta-
tistical uncertainty of signal MC sample, Uncertaintieseixpected signal background
numbers and background templates, jet energy, ISR/FSRragtjdn, PDF, NLO and
color reconnection. To estimate these systematics, wenpeeid pseudo experiment.

5.1 Statistical Uncertainty of Signal MC Sample

In this analysis, the signal templates depend on Monte Gadample. The number of
tt candidates in the sample is finite. Therefore, the signaplates themselves suffer
statistical fluctuation.

To estimate the effect of signal MC statistics, we perforn000 pseudo experiments
for eachx""¢, where we have 100 signal only events and no background &br @geri-
ment. Then we obtaia(x™) for 100 signal only case.

In the nominakt signal sample we use, we have 47,898 candidates. Consggquentl
obtaino (k™) due to the statistical fluctuation of signal templates bgaaling by the
scale factor of,/100/47898.

Figure 5.1 shows expected ™) for the case of 47,898 signals.

We add thisz (™) into systematic uncertainty in quadrature as systematiestal
statistical uncertainty of signal Monte Carlo sample.

5.2 Uncertainties in expected signal, background num-

bers and background templates
As described in Section 4.6, in a nominal pseudo experinvemgenerate pseudo back-
ground events as random numbers of (cgso9_) and (co8,,co%;) which distribute the
background templates defined in Section 4.5.3.

However, we have to consider uncertainties in the backgtdemplates and look at
effects on measured The possible uncertainties in the background templateedoom

e Uncertainty of expected number of each background comgonen
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Figure 5.1: Expected(x™*) for the case that all entries (47,898) in signal MC is used.
This is obtained by scaling(x™**) of 100 signal only case by/100,/47898.

e Statistical uncertainties of Monte Carlo and/or data sampleich are used to de-
fine background templates.
To estimate these effects, we perform an alternative sesefigio-experiments de-
scribed below. In these pseudo-experiments, we also camisid uncertainty in expected
number of signal events.

1. We use uncertainties of expected numbers of signal artdkeeskground compo-
nent in table 4.1. Following these uncertainties, we gdadilowing Gaussian

randoms:
NGE = Gaus(N3E,ONSE)
wwo ww ww
Now ' = Gaus(Nexp ;0N )
N'fake Gaus(N(filge, 5Neff(‘1;e) )

exp

where N’ indicates fluctuated expected number.
Then we take sum over all background components:

2.

7

N’bkgi

exp

N'Pks — i=WW,WZ, ... fake

exp

Nons, We generate observed numbers as Poisson randoms:

2. UsingNzE, N2, and
N = Poisson(N)
bkg : bk
NS = Pmsson(Neng),
sig bkg
whereN_," + N1° = Nobs.
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3. Next generate pseudo signal events by picking\fljﬁ events randomly from the
signal candidate pool.

4. Generate pseudo background events: To estimate sygtemegrtainties of back-
ground templates, we generate background events from #itextibackground tem-
plate. There are five parameters in background templatey &ag to make fluc-
tuated background templates is to fluctuate five parameyen®itmal distribution.
However, five parameters have correlations therebetweémerefore, we have to
fluctuate five parameters considering these correlatiohs.riethod is as follows.

e First, we fluctuate fit parametets = (1, --- ,C5)” with consideration of
correlation between each fit paramete€d. = (C},...,CH)T (fluctuatedC)
is given byC" = C + LG, whered is vector of independent normalized
Gaussian (0,1) and is a matrix from Cholesky factorization [60], which
satisfies = LLT, whereX is the covariance matrix of the fit parameters.

o Next, generate background template usirfjg = 1, - - - ,5).

e Then generatd’” ¢ random number sets 6fos 6, , cos 6 ) and(cos 6, cos 6)
which are distributed by the fluctuated background temglatetions.

5. Calculate unbinned likelihood for pseudo events of sigibatkground as a function
of x on the assumption of nominal$# and N}, since we never know'/¢ nor

NPk Then obtain<™es, o o

exp

6. Make the distribution o™ by performing many pseudo-experiments (10,000 for
eachx"™"), then obtain(x™)’, ando (k™) as a mean and a standard deviation

of each distribution.

7. Finally we calculate a shift in the mean @f* from the nominal and an increase
of the standard deviation af"***, i.e.

Aﬁmeas — <Hmeas>/ _ <I{meas>

o = \/O-(Kmeas)/Q _ O-(Kmeas)Q

We suppose tha k™ represents the effect from uncertainty of background tewepl
ando’ represents the effect from uncertainties/df¢ and Ng‘ff, as well as statistical

fluctuation in background distribution.
Figure 5.2 shows resultadf<™*** ando’. We include both of two in quadrature as

a systematic uncertainty from uncertainties in the exmkstgnal, background numbers
and background templates.

5.3 Jet Energy Scale Uncertainty

Jet energy uncertainty also affects dilepton acceptanseetisas kinematical distribu-
tions. To estimate this effect, we perform pseudo expertsérD,000 experiments for
eachk) where jet energy scale (JES) is shifted by dncertainty as well as shifted by
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Figure 5.2: (a) Shift of(x™*) and (b) increase of(x™) from nominal pseudo-
experiment case when we take fluctuations of uncertaintiggoal, background numbers
and background template function into account in the psexgeriment.

-10. We also take shifts it acceptance into accounk3 is shifted by +3.4% for JES
+10 shift, and by -3.5% for JES- 10 shift.

Figure 5.3 shows shift af<™**) from nominal pseudo-experiment case for jet energy
scale+1c0 case and-1¢ case.

We look at shifts of(x™) for two cases are in opposite direction. Therefore we
take half difference as systematics from JES uncertaimtgl, &dd this into systematic
uncertainty in quadrature.
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Figure 5.3: Shift of(x™*) from nominal pseudo-experiment case when jet energy scale
is (a) increased byos and (b) decreased hy.
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5.4 Initial and Final State Radiation

Extra jets originating from the incoming partons and/orgming partons are called initial
and final state radiations(ISR and FSR). Figure 5.4 showggram with ISR and FSR.
Differences due to QCD ISR and FSR are estimated using sjyegalerated Pythia
samples in which the QCD parameters for the parton showeugwnlare varied based on
the studies of the CDF Drell-Yan data and recommendatioms the authors of PYTHIA.
ISR and FSR systematic uncertainties are estimated by tiwtitge parameters re-
lated to ISR and FSR from their default values to half and t®ub
We look at shifts of(x™*) for two cases are in opposite direction. Figure 5.5 shows
shift of (™) from nominal pseudo-experiment case for more ISR/FSR caddess
ISR/FSR case. Therefore we take half difference as systesrfabm ISR/FSR uncer-
tainty, and add this into systematic uncertainty in quadeat

Figure 5.4: Diagram oft production and decay with ISR and FSR.
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Figure 5.5: Shift of(k™) from nominal pseudo-experiment case when (a) ISR/FSR
more sample is used as signal pool in the pseudo-experimdifbal SR/FSR less sample

is used.
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5.5 Uncertainty of gg fraction

The nominal signal sample we use in this analysis is foundate labout 6% oft pro-
duction via gluon gluon fusion process. However, this i@atis expected to be much
bigger, at the level of around 15%, in case of NLO calculaf@ii [18].

In the full kinematical reconstruction method describe&attion 4.4, the probability
density functions op?, p%, and M,; used in Eqn. 4.2 depend ehMonte Carlo which
has only 6%yg fusion process. Due to difference of initial partons, weestglifference
of the probability density functions betweefandgg processes.

To estimate how much shift we observe in measutaflwe increase the fraction
of gg fusion process, we perform pseudo-experiments (10,008rarpnts for each),
where 15% is assumed fgr fusion. We realize this by adopting an event by change of
(1-0.15)/(1-0.06) if the event originates frofg process when we pick up the event from
the signal pool.

Figure 5.6 shows shift ofx™*) from nominal pseudo-experiment case. We add this
shift into systematic uncertainty in quadrature, though found to be almost negligibly

small effect.
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Figure 5.6: Shift of(x™**) from nominal pseudo-experiment casg,{ ~ 6%) when
Fqq = 15% is assumed in the pseudo-experiment.

5.6 Parton Distribution Functions

For nominal signal sample, CTEQS5L parton distribution fumet(PDF) is supposed.
To evaluate the systematics due to PDF uncertainties, werpepseudo-experiments
(10,000 experiments for eaefhon the assumption of different PDF sets, such as MRST72,
MRST75, CTEQ6L, CTEQ6L1 and CTEQ6M, and look how much shifts easured:
are caused.

To realize signal events with different PDF sets, we adaptteighted MC method.In
this method, we reweigh each event of a signal MC sample veaayr have, instead of
generating a different set of MC events with each differeDFFset. We calculate the
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relative probability of the event on the assumption of aeddht PDF set, based on the
parton momentum fractions;, z», @? and initial partons in the event. Then we pick
up an event from the signal event pool according to new pntibabf an event in the
pseudo-experiments.

To look at the effect of difference between MRSTA2(p = 228MeV) and CTEQS5L
(Agep = 300MeV) PDF set, we compare betweéii***) with MRST72 and one with
CTEQSL.

And next, to look at the effect of different, value, we compare between MRST72
and CTEQ75 cases.

Then, to look at the effect of uncertainties on the fittinggmaeters of CTEQ6M
PDF set, we compare between CTEQ6M and CTE@6&Mwhere CTEQ6M+ means
CTEQ6M withnth of 20 orthogonal parameters are changed9%. We sum up posi-
tive shifts and negative shifts asymmetrically in quadmtu

Finally, we take the larger effect either of the 20 eigenwectincertainty or the differ-
ence between MRST72 and CTEQSL PDF sets, and add effect efetitiy, in quadra-
ture.

Figure 5.7 show resulting shifts of measured Shift of (k™) for MRST72 to
CTEQSL, difference of(x™**) between MRST72 and MRST75, and shifts(ef****)
by uncertainties of 20 eigenvectors in CTEQ6M PDF set are shawthe figure. And
total uncertainties toward positive and negative directce also shown.

We add them into into systematic uncertainty in quadratareyatematics from PDF
uncertainty.

5.7 Systematics from LO versus NLO

In this analysis, we assume standard madproduction and top (anti-top) decays except
for correlation coefficient between top and anti-top at tleeays. This analysis relys
on Monte Carlo with LO calculations fatt production kinematics such a4, p%, and
M,;. These might be changed at NLO calculations. Also there tiiglQCD interaction
between final state products at NLO.

We examine the effect of NLO using Monte Carlo with an event generator at
NLO(MC@NLO [62] [63]).

We perform pseudo experiments (10,000 experiments for exchsing it Monte
Calro generated from MC@NLO event generator with CTEQ5M and WiSor PDF,
respectively.

Note that there is no spin correlation in these samplesetbes we treak on these
samples with the same prescription with nominal Pythisample. Also note that about
11% of events are generated with negative weight in MC@NLO.

To cope with negative weight events, We pick up a positivegivegvent to cancel out
negative event, if we pick up a negative weight event wheregea performing pseudo
experiment.

Figure 5.9 shows shift gf<™<**) from nominal pseudo-experiment case for MC@NLO
with CTEQ5M and MRSTO2 cases, respectively.
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Figure 5.7: Shift of(x™*) for P.E. when MRST72 is assumed for PDF comparing with
nominal P.E. with CTEQS5L (Upper left), difference @f"***) between P.E. with MRST72
and MRST75 (Upper right), shifts gk™**) for CTEQ6M where each parameter of 20
eigenvectors is shifted by90% comparing with P.E. with nominal CTEQ6M (Lower
left), and total uncertainties toward positive and negatlirection of(x™*) from three
sources of PDF uncertainties above (Lower right).

We take larger shift as systematics from NLO effect, and duilsl into systematic
uncertainty in quadrature.

5.8 Color Reconnection

It has been suggested that color reconnection effects [@4lflccause a bias ir mea-
surement. To estimate this effect, we perform pseudo-éxeeits (10,000 experiments
for eachk), using Pythia tune A [65] and Pythia tude.r [65] as signal Monte Carlo
samples, respectively. Pythia tune A is very similar to theetfor CDF nominal, Pythia
tuneAcg includes color reconnection effect into the tune A. We corajetween <)
with Pythia tune A and one with Pythia tune,A

Figure 5.10 shows difference ¢£™*) between with and without color reconnection
effect. We add this shift into systematic uncertainty indyadéure as systematics due to
color reconnection effect.
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Figure 5.8: Feynman diagrams#fproduction for LO and NLO.
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Figure 5.9: (a) Shift of(x™***) from nominal P.E. case when MC@NLO event gener-
ator with CTEQ5M as PDF is used. (b) Shift o™°*) from nominal P.E. case when
MC@NLO event generator with MRSTO2 as PDF is used.
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Figure 5.10: Difference ofx™**) with tune A and one with tune Ay.
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5.9 Total Uncertainty and Feldman-Cousins Intervals

We summarize here all possible systematics described ab&we by adding this into
statistical uncertainty in quadrature, we obtain totalartainty including statistic and
systematic effects to construct confidence belt as a fumctie:. Table 5.1 shows sum-
mary of systematic uncertainty. Figure 5.9 shows totalesysttic uncertainty irfx™<)
from all sources we discussed. We evaluate systematic tanuses toward positive and
negative direction separately. The figure 5.9 shows quiadrain of statistical uncertainty
and systematical uncertainty.

Source Systematic uncertainty

Statistical uncertainty of signal MC sample  0.033 ~ 0.034
Expected signal, background numbers and background teraplate~ 0.104 ~ 0.175
JES 0.019 ~ 0.044
ISR/FSR 0.071 ~ 0.093
gg fraction 0.000 ~ 0.007

PDF D070 Covard nesative)
NLO calculation 0.068 ~ 0.209
Color reconnection 0.115 ~ 0.092

£0.200 ~ £0.294

Total systematic uncertainty

Table 5.1: The summary table of systematic uncertainty.
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Figure 5.11: Total systematic uncertainty @f°* from all sources we consider. Uncer-
tainties toward positive(blue) and negative(red) di@ttire shown separately.

Figure 5.13 shows confidence interval at 68% and 95% levetdham Feldman-
Cousins prescription as a function ef"¢, where the distribution o™ is assumed
to be Gaussian with convolution of statistical and syste@tors.

Once we obtain a measured~™*) from beam data, we can set a confidence interval
on truex from this plot.
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Figure 5.12: Statistical uncertainty (green) and statidtic systematical uncertainties
(blue and red) om™* are shown separately.
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Figure 5.13: Confidence interval at 68% and 95% level basedetomtan-Cousins pre-
scription as a function of*""¢, where the distribution of™* is assumed to be Gaussian
with convolution of statistical error and systematic erréiso Feldman-Cousins confi-
dence interval with only statistical error considered iswh in the same figure.
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Chapter 6

Results and Discussions

Finally, we look at the distribution ofcos 0, cos _) and(cos 6,, cos ;) in data for inte-
grated luminosity of 5.1fb*, which has been kept blinded until all studies on all possibl
systematic uncertainties are done.

Then we calculate unbinned likelihood by Equation 4.8 t@obineasured (x™*).

Observed (cos8,, cosb))
CDF Il Preliminary

Ldt=51fb" Observed (cos6,, cos8)

(CC Ldt=51fb"
CDF Il Preliminary

0 0
T 20 c 20
915 Q15
w10 w10
5 5
O O
9 9 0
-1-1 cO0S Y« -1 c0S Yy
Log Likelihood CDF Il Preliminary
g ] rL dt=51fb"
o 4 <
o
a0
N \ k=0.042
C 2 . /
-1 -0.5 0 0.5 1
K

Figure 6.1: Upper left: the distribution of reconstructeds 6. ,cos#_) in 5 by 5 bins.
Upper right: the distribution of reconstructddos 6, cosf;) in 5 by 5 bins Lower:

—2Alog £ as a function of assumed. The function is found to be minimum at
Kk = 0.042.
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Figure 6.1 shows the distributions of reconstrudied 6. , cos 6_) and(cos 6,, cos 6;),
and—2A log £ as a function of assumed
From the function, we observe™* = 0.042.

Feldman-Cousins interval CDF Il Preliminary
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B sswcL
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(@]
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III|IIII
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-0.520 <k < 0.605 (68%C.L.)
+0.563 H

0.5 ...................... : Y rsenen = 0082.....

K= 0.%)42_0.562
175 1 0 1 2
Measured K

Figure 6.2: Feldman-Cousins confidence intervals with mealskesult. Interval at 68%
C.L. on truex corresponding ta™*** = 0.042 is shown.

Figure 6.2 shows the Feldman-Cousins confidence intervaiiewted in Section 4.6.4
and measured resutt"*® = (0.042. From this we obtain the following results:

~0.52 < K < +0.61 (68%C.L.) (6.1)

or
Kk = 0.04215-363 (6.2)

on the assumption dff,,, = 172.5GeV /c?. Inthis analysis, we assunié,,, = 172.5GeV /%
The result will be changed if we assume another top mass. dlodbtop mass depen-
dence of the result, we repeat the same analyses, but in wigicihange the assumption
of top mass to each of 167.5, 170.0, 175.0, and 1%2%/c°.

Figure 6.3 shows 68% C.L. intervals aras a function of\/,,,. Solid line indicates
center values of.

Due to signal sample statistics of each top mass, the ceatees are fluctuated.
Since systematics except for signal sample statisticgidesiin Section 5.1 are common
among results for each top mass, The fluctuation is causedlpgignal sample statistics.
The numbers of dilepton candidates in MC with assumptiohtt@amass = 167.5, 170.0
and 177.5GeV/c? is 9K each. Their signal sample statistics is about 0.08. nimbers
of dilepton candidates in MC with assumption that top mas350AGeV /c? is 30K. Its
signal sample statistics is about 0.04. Considering thiedamty, we do not see any
conclusive top mass dependence:aheasurement.
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Figure 6.3: 68% C.L. intervals on as a function of\/,,,. Solid line indicates center
values ofk.

Comparing our result with previous measurements, our regutt = 0.04270203 is

consistent with other measurements. Sensitivity of oursueament is comparable to the
result reported by CDF Il lepton plus jets channedadf2 4+ 0.64 (stat) +0.26 (syst), and
little bit inferior to DO results 0f0.66 4+ 0.23 (stat + syst).

Currently, statistical uncertainty is dominating in our ree@ment. As data are ac-
cumulated, the sensitivity of the measurement is expeat@tttease. We will be able to
analyses data dfo fb~* in the near future. We consequently can reduce the uncsyrtain
as integrated luminosity increases.
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Chapter 7

Conclusion

We have measured the spin correlation coefficieof top and antitop quark in the beam
basis at top quark pair production in proton-antiprotorisimins at a center of mass en-
ergy of 1.96 TeV. Collected data corresponds to an integdatathosity of 5.1 flo ! be-
tween March 2002 and June 2009 with the CDF Detector at Fdsréaatron.

We selectedt candidate events which contain two high transverse momeoharged
leptons, muon or electron, high missiag and two jets, originating from top quark pair
production process. We found 334candidate events with an expected background of
86 + 14 events.

We performed full kinematical reconstruction to obtain alag distribution of charged
leptons and b-jets. Then we made the templateg efgnal as a function of as well
as background for each angular distribution using the satmart as well as data-based
background modeling.

Using the templates, we fit the angular distribution of dated we obtained measured
x = 0.042 on the assumption a¥/,,,=172.5 GeV#?*. And this corresponds to

—0.520 < K < 40.605 (68%C.L.) (7.1)
or
ko= 0.04279355 (7.2)

Also, we can not find any conclusive top mass dependence onrieasurement.

This result indicates the null correlation rather than tkistence of correlation. How-
ever, it does not mean the inconsistency with the StandamEMzecause this result has a
large uncertainty. There is no hint for anomalous productiodecay of top quark pairs.

This result is similar to one of D result which obtained from differential angular
distribution template in dilepton channel©f= 0.10 + 0.45 (stat+syst). Also, it indicates
different tendency from other results (Lepton + jets chaah€DF, Lepton + jets channel
at DO, Dilepton channel at D with matrix element method). These results indicate the
existence of spin correlation i with 3 or more standard deviations.

Our analysis provides an independent measurement to cdlhersge. Besides, our
result is currently limited by the statistical uncertaintje total integrated luminosity of
data collected with the CDF Detector at Fermilab Tevatroehed about 10 fb'. Since
the statistical uncertainty is expected to be reduced bettter 1/1/2 as the statistics of
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the data sample increasing times, the sensitivity to the spin correlation coefficierit w
be improved by abou/2 maximally.
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Appendix A

Spin States attt Pair Production

A.1 Production by qq@ — tt

In highly relativistic interactions, particle helicity same as its chirality. For a fermion
of energyE > m, we can use the following relations,

(1 — fy5) u = ur (A.1)
(1 + 75) U = Ug. (A.2)

whereu indicates spinor of fermiony;, anduy indicate spinor of right-handed fermion
and spinor of left-handed fermion, respectively, a§1(cl +~°) project out the helicity
A= i% components of a spinor, respectively.

Also, for antifermion we can use the following relations,

(1 — 75) v = ugR (A.3)
(1 + 75) v o= L. (A.4)

wherewv indicates spinor of antifermion;z andv;, indicate spinor of right-handed an-
tifermion and spinor of left-handed antifermion, respesity, and; (1 +~°) project out
the helicityA = 73 components of a spinor, respectively.

Strong interaction is mediated by gluon and it has vectarcstire. Therefore, quark
antiquark annihilation is described as the following egurat

v'ytu = (V'L +v'g) Y (ur + ur) = VrY uL + vty ug (A.5)

The proof is as follows.

1 1

vr, = vz’yo = UT§ (1 + 75> 70 = @5 (1 — 75) (A.6)
1 1

Up = UL’}/O = UT§ (1 — 75) 70 = 1’)5 (1 + 75) (A.7)



sincey® = ~°f andv®7? = —+%°. Hence,

U, = ZU' (1=")7"(1=7")u= iﬁ’y“ (1+79°) (1=7")u=0 (A8)
_ 1- 1-
vVrYrur = ZU’ (1 + 75) ~H (1 + 75) u = Zv”y“ (1 — 75) (1 + 75) u=0,(A.9)

where we have usegfy” = —y#~° and(+°)* = 1.

Equation A.5 shows that initial quark and antiquark can drdye opposite helicity
states. Therefore, quark and antiquark annihilation mecein the following total angu-
lar momentum state,

J=1,7, =41

Top quark spin and antitop quark spin %reach and they move oppositely in the
rest frame, therefore top quark and antitop quark will happasite helicity if they have
the same spin directions.

qq annihilation process at Tevatron is high energy interactat their velocity is
smaller than velocity of light. So, small amount.6f= 1, J, = 0 state existsqqg — tt
process is in following total angular momentum states,

J=1,J,=+1 : |+ >+ >
1
J=1,J.=0 — | |+>| >+ —>|+>
ﬁ[l | | =>1+>]
J=1J,=-1 : |—>]—>

where| + > and| — > indicate “spin up” state and “spin down” state, respectivel

The exact energy dependence of the spin states for beanalgi® dan be determined
by looking at the matrix elements for the production of likgsand unlike spin top quark
pairs viagg — tt. These matrix elements are given in Equations A.10 and A6 [

2(1 — 3?)sin?0*
(1 — Beosh*)?

(1 — Beosh* — B2sin?6*)?
(1 — Beosh*)?

> Mg — P = s’

M4

> IMgg— )P = 8¢* |1+
TLIT

(A.10)

(A.11)

In these equationg; is the QCD coupling strengtl#; is the top quark scattering angle
with respect to the proton beam in thiecenter of mass system, afid= v/c is top quark
velocity, which depends on the pair production energy and is limited to be between 0
and 1.

Notice the factops?(1—/3?) in the like-spin pair amplitude (Equation A.10). It supglie
suppression of this component for both small and large vailye In contrast, the unlike-
spin pair amplitude (Equation A.11) contains a contribaitichich is independent of.
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A.2 Production by gg — tt

Because gluon is a massless particle, gluon spin statefis4n, J, = +1 state. There-
fore, total angular momentum projection of gluon pair cambé, = +2, 0, or —2. Also,
total angular momentum of gluon pair can be/ie= 2, 1, 0 state.

Whentt pairs are produced near kinematic threshold, pair of topaantiiop quark do
not have orbital angular momentum. Sing¢egair can not be in/, = +2 state,gg — tt
process can not be i, = 2 state.

Thereforegg — tt process canbe i =1,.J., = 0or.J = 0, J, = 0 state.

1

J=1,J,=0 : \/7|+1 -1 > \/;‘—1,+1> (A.12)
1 1

J = \/7|+1—1> \/;\0,0>+\/;|—1,+1> (A.13)

1 J% > indicateJ, of each gluon. Each gluon can not bejin= 0 (longitudi-
nal) state Thereford = 0, J, = 0 state is rewritten as follows.

1
J:O,J2:0:\/;[|+1,—1>+|—1,+1>} (A.14)

In addition, because gluon is a boson, when one swaps twagylube wavefunction
of the system has to be unchanged. Therefdre: 1,.J, = 0 state is excluded and
J =0, J, = 0 state is only allowed, if the wavefunction of color part irohgluon system
is a symmetric with exchange of two gluons.

The exact energy dependence can be seen by looking diréchg anatrix elements
for gg — tt production, as given in Equations A.15 and A.16 with the daugiactor)
defined in Equation A.17 [66].

16
> Mlgg =t = —¢'y(1 -5
4L
B — cosf*

2 2 2 nx* 3 a2 %
X {1—%5 + [F*cos“d —I-Zﬁsmem

} (A.15)

16
> Mlgg = th = —g'Vsin*0
15T

(1 — 3%)% + (1 — Becosth* — B%sin?0*)?
1 A.16
[ * (1 — Beosh*)? ( )
7+ 93%cos?0*
= A.17
Y (1 — B2cos?6*)? ( )
Equation A.15 shows that the like-spin pairs coming fronoghgluon fusion will be
suppressed for large, while Equation A.16 tells us that unlike-spin pairs ardalisred
at low .
The breakdown of the totat cross section into like- and unlike-spin pairs as a func-
tion of thett invariant mass is given in Figure A.1 for the Tevatron using beamline

basis [66].
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Figure A.1: Differential cross section far production as a function of the invariant
mass)/;;, for the Tevatron with center of mass energy 2.0 TeV, deca@agantol| + |1
and?7 + || spins of thet pair using beamline basis for bajh andgg components. [66]
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Appendix B
P, CP oftt System

Figure B.1 illustrates spin configurationstofsystem and theiP andC P reversal states.
Since helicities are flipped undétreversal,

P(Ny) = Ny, (B.1)
P(Ny) = Ny, (B.2)

whereN;,, indicates number of, ¢ in s;, 5; state with respect to the quantization axis for
the top quark.
Since top and antitop are exchanged undeeversal,

CP(Nyy) = C(Nyp) = Nyy. (B.3)

Therefore, if P is conserved att production,N;; = N,;, or, vise versa, ifP is
violated, there would be an asymmetry betweén andN|;. If C'P is conserved att
production,N;| = Ny, or if C'P is violated, there would be an asymmetry betwéén
andNy;.

t t P-reversal t t
<—$04$—> <::\'> <—$04$—>

t f CP-reversal t
—— = <> —-— <

Figure B.1: Spin configurations af system and their P and CP reversal states. In the
case abOVEP(N”) = N“, P(Nu) = NTT andCP(Nu) = C(NTT) = NTT' Soif P and
CP are conservedY; = Ny andN|| = Nyy.

Next, we consider the effect df reversal and” P reversal on cas (6 denotes the
angle between the quantization axis and the flight direabiotihhe decay particles from
the top quark in the top quark rest frame). Undereversal coé. changes to-co9..
since helicity states of top quark and antitop quark is fljppaderP reversal. Undet”
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reversal co8. changes te-cod); since top and antitop are exchanged urndeeversal.
Therefore, Unde€'P reversal, co8, changes to cds..
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